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Preface 

The finite-difference solution of mathematical-physics differential equations 
is carried out in two stages: 1) the writing of the difference scheme (a differ­
ence approximation to the differential equation on a grid), 2) the computer 
solution of the difference equations, which are written in the form of a high­
order system of linear algebraic equations of special form (ill-conditioned, 
band-structured). Application of general linear algebra methods is not always 
appropriate for such systems because of the need to store a large volume of 
information, as well as because of the large amount of work required by these 
methods. For the solution of difference equations, special methods have been 
developed which, in one way or another, take into account special features of 
the problem, and which allow the solution to be found using less work than 
via the general methods. 

This work is an extension of the book Difference M ethod3 for the Solution 
of Elliptic Equation3 by A.A. Samarskii and V.B. Andreev which considered 
a whole set of questions connected with difference approximations, the con­
struction of difference operators, and estimation of the ~onvergence rate of 
difference schemes for typical elliptic boundary-value problems. 

Here we consider only solution methods for difference equations. The 
book in fact consists of two volumes. The first volume (Chapters 1-4) deals 
with the application of direct methods to the solution of difference equa­
tions, the second volume (Chapters 5-15) considers the theory of iterative 
methods for solving general grid equations and their application to difference 
equations. The special form of the difference equations plays an important 
role when using direct methods. For solving one-dimensional 3-point equa­
tions, various forms of the elimination method are considered (monotone, 
non-monotone, cyclic, flow elimination, and others). 

Chapters 3 and 4 present up-to-date efficient direct methods for solving 
Poisson difference equations in a rectangle with various boundary conditions. 
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These are the cyclic reduction method, the method of separation of variables 
(using the fast Fourier transform), and also combined methods. 

For the study of iterative methods, the iterative method is considered as 
an operator-difference scheme, as was described in the books A n Introduc­
tion to the Theory of Difference Schemes (1971) and The Theory of Differ­
ence Schemes (1977) by A.A. Samarskii. This concept allows us to present 
the theory of iterative methods as a part of the general stability theory for 
operator-difference schemes, without any assumptions about the structure of 
the matrix system (see also A.A. Samarskii and A.V. Gulin Stability of Dif­
ference Schemes (1973)). Writing the iterative schemes in a canonical form 
not only allows us to isolate the operator responsible for the convergence 
of the iteration, but also allows us to compare different iterative methods. 
Much attention is given to the study of the convergence rate of the iteration 
and to the choice of the optimal parameters, for which the convergence rate 
is maximal. The availability of convergence rate estimates, and also a study 
of the character of the computational stability, allows us to compare vari­
ous iterative methods and make a choice in concrete situations. Although the 
reader is undoubtedly familiar with the basic theory of difference schemes and 
elementary functional analysis, Chapter 5 presents the basic mathematical 
apparatus from the theory of iterative schemes and shows how the difference 
approximations for elliptic equations lead to operator equations of the first 
kind Au = f where the operators A are in a Hilbert space of grid functions. 

The succeeding chapters investigate two-level iterative schemes with 
Chebyshev parameters (a stable method); three-level schemes; iterative meth­
ods of variable type (the steepest-descent, minimum residual, minimum cor­
rection, and conjugate-gradient methods, etc.); iterative methods for non­
self-adjoint equations and for indefinite and singular operators; alternating 
direction methods; "triangular" methods (where a triangular matrix is in­
verted in order to define a new iterate) such as the Seidel method, successive 
over-relaxation, and others; iterative methods for solving nonlinear difference 
equations, for solving boundary-value difference problems for elliptic equa­
tions in curvilinear systems of coordinates, etc. 

A fundamental place in the book is occupied by the universal alternate­
triangular method, which was proposed and developed between 1964 and 
1977, and which is particularly effective for solving the Dirichlet problem 
for Poisson's equations in an arbitrary region and the Dirichlet problem for 
the equation div(kgradu) = -f(x), x = (Xl,X2) with a rapidly changing 
coefficient k( x). 

The book shows how to pass from the general theory to concrete prob­
lems, and mentions a great number of iterative algorithms for solving dif­
ference equations for elliptic equations and systems of equations. Estimates 
are given for the number of iterations required, and comparisons are made of 
various methods. In particular, it is shown that for the simplest problems, di-
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rect methods are more economical that the alternating directions method. It 
should be emphasized that the linear algebra problems that arise in practice 
are constantly becoming more and more complex, and that they require new 
methods of solution as well as widening of the field of application of older 
methods. 

For the writing of this book, the authors used their own lecture notes 
presented between 1961-1977 at the mathematical-mechanics faculty and the 
computational mathematics and cybernetics faculty of the Moscow State Uni­
versity, and also materials from their own published works. 

The authors would like to take this opportunity to express gratitude 
to V.B. Andreev, LV. Fryazinov, M.L Bakirova, A.B. Kucherov, and I.E. 
Kaporin for their many useful comments on the text. 

The authors also thank T.N. Galishnikova, A.A. Golubeva, and espe­
cially V.M. Marchenko for their help in preparing the manuscript for publi­
cation. 

A.A. Samarskii, E.S. Nikolaev 
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Introduction 

The application of various numerical methods (difference, variational-differ­
ence, projected-difference methods including the finite-element method) to 
the solution of differential equations leads to a system of linear algebraic 
equations of special form, the difference equations. This system possesses 
the following special features: 1) it is of high order, equal to the number of 
grid points; 2) the system is ill-conditioned (the ratio of the largest to the 
smallest eigenvalue is great; for the Laplace difference operator this ratio is 
inversely proportional to the square of the grid spacing); 3) the matrix of the 
system is sparse - only a few elements in each row are non-zero, and this is 
independent of the number of nodes; 4) the non-zero elements of the matrix 
are distributed in a special way - the matrix is banded. 

In approximating integral and integral-differential equations on a grid, 
we obtain a system of equations relating to a function defined on the grid 
(the grid function). These equations are naturally called the grid equations: 

L a(x, e)y(O = f(x), x E w (1) 
€Ew 

where the sum is taken over all points of the grid w, i.e., over a discrete set 
of points. The matrix (a (x, e)) of the grid equation is, in the general case, 
full. If the grid points are enumerated, then the grid equation can be written 
in the form 

N 

LaijYj=/;, i=1,2, ... ,N, 
j=l 

(2) 

where i,j are the indices of the grid nodes, and N is the total number of 
nodes. It is obvious how to reverse the path of this reasoning. Thus, the 



XXll Introduction 

linear grid equation is a system of linear algebraic equations and, conversely, 
any linear system of algebraic equations can be expressed as a linear grid 
equation relative to a grid function defined on some grid with the number of 
nodes equal to the order of the system. We remark that variational methods 
(Ritz, Galerkin, etc.) for numerically solving differential equations usually 
lead to dense systems. 

The difference equation is a particular case of the grid equation when the 
matrix (aij) is sparse. So, for example (2) is a difference equation of mth order 
if, in row i, there are only m + 1 non-zero elements aij (j = i, i + 1, ... , i + m ). 

From the above remarks it is clear that the solution of grid and, in 
particular, difference equations is a problem in linear algebra. 

*** 
There exist many different numerical methods for solving linear algebra prob­
lems, and research continually leads to re-evaluations and reworkings of these 
methods, as well as to the discovery of new methods. Many of the existing 
methods have a specific set of problems to which they are best-suited. Thus, 
in order to solve a given problem on a computer, there arises the problem of 
choosing one method from a set of admissible methods for solving the given 
problem. This method must, obviously, display the best characteristics (or, 
as one would like to say, be an optimal method) so that the computer time 
is a minimum (or the number of arithmetic and logical operations for finding 
the solution is a minimum), and so that the computation is stable (i.e. stable 
in relation to the rounding error), etc. 

It is natural to require that any computational algorithm in principle 
allow the solution to be obtained to any pre-specified accuracy f > 0 after 
a finite number of operations Q( f). An infinite set of algorithms satisfies 
this requirement, so the algorithm should be found which minimizes Q(f) 
for any f > o. Such an algorithm is called economical. Finally, the search 
for an "optimal" or "best" method in general leads to a set of known (but 
not always admissible) methods, and so the term "optimal algorithm" has a 
limited and conditional meaning. 

*** 
The problem for the theory of numerical methods consists in finding opti­
mal algorithms for a given class of problems, and in establishing a hierarchy 
of methods. The notion of the best algorithm depends on the goal of the 
computation. 

There are two ways of defining what is meant by a best method: 

[aJ require that it solve one concrete system of equations Au = f with 
matrix A = (aij) 

[bJ require that it solve several variants of some problem, for example, the 
equations Au = f with several right-hand sides f. 
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For multi-variant computations, it is possible to reduce the average num­
ber of operations Q( €) for one variant if some quantities are saved and not 
computed anew for each variant (for example, preserving the inverse of the 
matrix). 

From this it is clear that the choice of an algorithm must depend on 
the type of computation (single-variant or multi-variant), on the possibility 
of saving sufficient information in the computer memory (which is to some 
degree dependent on the type of computer), as well as on the order of the 
system of equations. For theoretical estimates the computational work is 
usually estimated by the number of arithmetic operations required to find 
the solution to a given accuracyj for this question, the parameters of the 
computer are as a rule not considered. 

The stormy development in recent years of numerical methods for solving 
difference equations approximating elliptic differential equations, and the ap­
pearance of new economical algorithms, has necessitated the reconsideration 
of the applicability of existing methods. 

*** 

The contents of this book to a considerable degree hinge on the need to give 
effective methods for solving difference equations corresponding to boundary­
value problems for second-order elliptic equations. The classifiction of the 
boundary-value difference problems can be carried out according to the fol­
lowing rules: 

[1] the form of the differential operator L in the equation 

[2] the form of the region G in which the solution is to be foundj 

[3] the type of boundary conditions on the boundary r of the region Gj 

[4] the grid w in the region (; = G + r and the difference scheme 

Ay = -ct'(x), x E w, 

i.e., the form of the difference operator A. 

Some examples of second-order elliptic operators are 

p {Pu 
Lu = flu = L -- the Laplace operator, 

a=l ax~ 

(3) 

(4) 

(5) 
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p 8( 8) Lu = L -;- kafJ (x) ~ u - q(x)u, 
fJ uXa UXfJ 

a, =1 

(6) 

where the coefficients kafJ(x) at each point x = (Xl, ... ,xp) satisfy a strong 
ellipticity condition 

p p P 

C1 L e!::; L kafJ( x )eaefJ ::; C2 L e!, 
01=1 a,fJ=l 01=1 

C1, C2 = constant > 0, 

where e = (6, ... ,ep) is an arbitrary vector. If u(x) = (u1(x), u2(x), 
um(x)) is a vector function, then (3) is a system of equations and 

(Lu)i=t t ~8 (k~fJ~uj), i=1,2, ... ,m, 
j=l a,fJ=l UXa uXfJ 

where the condition of strong ellipticity has the form 

m p m p 

C1 L L (e~)2 ::; L L k~fJ(x)e~e~ 
i=l 01=1 i,j=l a,fJ=l 

m p 

~ C2 L L (e~)2, Cl,C2 = constant> O. 
i=la=l 

*** 

(7) 

... , 

The shape of the region strongly affects the properties of the difference ma­
trix. We will consider separately regions where separation of variables can be 
used to solve the equation Lu = 0 with homogeneous boundary conditions. 
So, for example, separation of variables can be used for the Laplace equation 
in Euclidean coordinates (Xl, X2) 

when G is a rectangle. A difference scheme on a rectangular grid (for example, 
the "cross" scheme) possesses an analogous property; in this case, the grid 
can be non-uniform in either direction. 

In order to compare various methods for solving systems of algebraic 
equations, we will use as a 8tandard or model problem the following boundary­
value difference problem: 
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Poisson's equation, on a square region, with boundary conditions of 
the first kind on a square grid with steps hI = h and h2 = h along 
Xl and X2, and with the five-point difference operator A. 

xxv 

The 8econd group of boundary-value difference problem8 corresponds to 
the following data: L is an operator with variable coefficients of the form (6): 
a) without mixed derivatives, b) with mixed derivatives, and the region 

G = {O ::::; Xa ::::; la, a = 1, 2} 

is a rectangle (a parallelipiped for p ~ 3). 

The third group of problem8 has a region of complex form, where L is 
any Laplace operator or any operator of general form; here the degree of 
complexity of the problem is determined by the shape of the region, and by 
the choice of the grid and the difference operator near the boundary. 

For the second and third groups of problems the difference operator is 
usually chosen so as to preserve the basic properties of the underlying problem 
(self-adjointness, definiteness, etc.) and in order to preserve the necessary 
order of approximation in relation to the grid spacing. 

*** 

Direct and iterative methods are used to solve elliptic difference problems. 

Direct methods are generally applied in the multidimensional case to 
problems from the first group (L is the Laplace operator, G is a rectan­
gle for p = 2 and a parallelipiped for p ~ 3, A is a five- or a nine-point 
difference scheme for p = 2). For one-dimensional problems, where the differ­
ence equation is of second order (the matrix is tridiagonal), and where the 
equation may have variable coefficients, the elimination method (a variant of 
a method of Gauss, see Chapter 2) is used. There are a number of variants 
of the elimination method: monotone elimination, non-monotone elimination, 
flow elimination, cyclic elimination, etc. (see Chapter 2). For two-dimensional 
problems from the first group (see above), the following are effective: the 
cyclic reduction method (Chapter 3), the method of separation of variables 
using the fast Fourier transform (FFT), and also the combined method using 
incomplete reduction with the FFT (Chapter 4). In all cases, the elimination 
method is used to solve the second-order difference equation along each of 
the directions. 

The direct methods indicated above for solving the Dirichlet difference 
problem for Poisson's equation in a rectangle 
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on the grid 

require Q = O( NI N2 log2 N2) arithmetic operations, where N2 = 2n , n > 0 
is an integer. 

Direct methods are used for a very special class of problems. 

*** 
Elliptic difference problems in the case of general operators L for complex 
regions are generally solved using iterative methods. 

Grid equations can be treated as operator equations of first order 

Au =1 (8) 

with operators defined on spaces H of grid functions. In the space H, there 
is an inner product (,) and energy norm 

II u IID= J(Du,u), D = D* > 0, D: H -+ H 

where D is some linear operator in H. 

Iterative methods for solving the operator equation Au = 1 can be 
treated as operator-difference equations (differenced according to fictitious 
time or according to the index-number of the iteration) with operators in the 
Hilbert space H. If the new iteration Yk+1 is computed using the m previous 
iterations 

Yk, Yk-!,···, Yk-m+1 

then the iterative method (scheme) is called an m+ I-level (m-step) method. 
From this, the analogy between iterative schemes and difference schemes for 
non-stationary problems is clear. In fact, it follows that the theory of iterative 
methods is a special case of the general stability theory for operator-difference 
schemes. We will limit our attention to two-level and, to a lesser extent, three­
level schemes. Going to multi-level schemes gives no special advantages (since 
this also follows from the general stability theory, see [10]). 

An important role is played by the writing of iterative methods in a spe­
cial (canonical) form that allows us to separate out the operator (stabilizer) 
responsible for the stability and convergence of the iterations, and compare 
different iterative methods having the same form. 

Any two-level (one-step) iterative method can be written in the following 
canonical form: 

B Yk+ 1 -Yk +AYk=l, k 01 H = " ... , Yo E , (9) 
Tk+1 
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where B : H --+ H is a linear operator having inverse B- 1 , Tll T2, ... are 
iterative parameters, k is the iteration number, and YII: is the kth iterative 
approximation. In the general case B = Bk+l depends on k. In the general 
theory we will assume that B does not depend on k. 

The parameters {Til:} and operator B are arbitrary, and they should be 
chosen to minimize the number of iterations n required to insure that the 
solution Yn to equation (9) approximates in HD the exact solution u to the 
equation Au = f with accuracy f > 0: 

II Yn - U IID~ f II Yo - U liD (10) 

For the general theory presented in the book, the iterative methods do 
not require any assumptions on the structure of the operator A (the matrix 
(aij». All that is required are properties of the general form: 

A = A* > 0, B = B* > 0, 'YlB ~ A ~ 72B, 71 > o. (11) 

The operator inequalities signify that there exist energy-equivalence constants 
71,72 for the operators A and B or bounds on the spectrum of the opera­
tor A in the space H B (71 and 72 are the smallest and largest eigenvalues, 
respectively, for the generalized eigenvalue problem: Av = >.Bv). 

*** 
The solution Tl, T2, ... , Tn of the above minimization problem 

min nO(f) 
Tlt··o,T" 

for fixed 711 72 and fixed B in the case D = AB-l A can be expressed via 
the zeroes of the nth order Chebyshev polynomial (the Chebyshev iterative 
method). For these optimal values Tl, T2, ... , Tn and for any given f > 0, the 
number of iterations n required by the scheme (9) can be estimated using 

n> In(2/f) 
- In((1 + Vf.)/(1 - Vf.» 

or 
In(2/f) 

n ~ nO(f) = 2Vf.' e = 7I/72 

and the following inequality is satisfied: 
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The computational stability of the Chebyshev method is valid for a spe­
cial ordering of the zeroes of the Chebyshev polynomial and the parameters 
T; , T; , ... , T~; this ordering is indicated in Chapter 6. 

For B = E (E is the identity operator) the method (9) is called explicit, 
and for B =I E, implicit. If the parameter Tk is chosen as a constant 

Tk = TO = 2/('Yl + /2), k = 1,2, ... ,n 

then we obtain the implicit simple-iteration scheme, for which 

The operator B (stabilizer) is chosen using an efficiency condition, i.e., 
in order to minimize the computational work to solve Bv = F for a given 
right-hand side F, and, as was already mentioned, to minimize the number 
of iterations nO(E). 

We will assume that we can efficiently solve the problem Rv = fusing 
QR(E) operations, where 

R : H ---t H, R = R* > 0, CIR::; A ::; C2R, Cl > O. (12) 

Then it is possible to set B = R and find the solution to the problem 
Au = f using the scheme (9) with parameters {Tn and with /1 = CI, /2 = C2 

using 

operations. 

If, for example, L is a general operator and G is a rectangle, then R 
can be taken as the five-point Laplace difference operator and the equation 
Rv = f can be solved using a direct method. 

It can be remarked that, if it is more advantageous to solve the equation 
Rv = f iteratively, then B =I Rand B is not written out in explicit form, 
but realized as the result of an iterative procedure. 

*** 

The well-known Seidel and successive over-relaxation (SOR) methods are im­
plicit and correspond to triangular matrices (operators) B. The convergence 
of these methods is proved using the general theory of difference schemes 
(see A.A. Samarskii, Theory of Difference Schemes, Moscow, 1977, or A.A. 
Samarskii and A.V. Gulin, Stability of Difference Schemes, Moscow, 1973). 
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However, for Seidel's method and for SOR, B is not self-adjoint, and it is 
not possible to use the Chebyshev method (9) with the optimal selection of 
the iterative parameters r;, ... ,r~ in order to accelerate the convergence of 
the iteration. The operator B can made self-adjoint by setting it equal to the 
product of mutually adjoint operators 

(13) 

where w > 0 is a parameter, RI and R2 can be taken as operators having 
triangular matrices (R1 lower- and R2 upper-triangular), so that 

R1 + R2 = R : H -+ H, R* = R > o. 

In particular, it is possible to set 

(14) 

It is typically assumed that 

R~8E, L\ > o. (15) 

Choosing w = 2v'8/S from the condition minno(f), we find the parameters 
')'1,,2 and compute the parameters {rk}. Determining Yk+1 from Yk and f 
leads to the sequential solution of two systems of equations with lower and 
upper triangular matrices. 

The iterative method (9) with the operator B factorized in the form (13) 
is called the alternate-triangular method (ATM). ATM is clearly a universal 
method, since the representation of A in the form 

is always possible. Constructing R1 and R2 in the case of an elliptic difference 
problem presents no difficulty. Thus, for example 

p 

R '"" Yx" 1Y -+ L- ha' 
0'=1 

p 

R '"" Yx" 2Y-+- L--
hO' 

0'=1 

if A is the 2p + I-point Laplace difference operator, and 

p 

Ay -+ - LYx"x", 
0'=1 
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where hex is the grid step in the direction Xex. This method converges quickly. 
If we take the Chebyshev parameters {Tk} and use (14), (15), then the number 
of iterations for the ATM satisfies 

1 2 
no ( f) ~ v'2 In - , 

2 2~ f 

In particular, for the model problem we have 

S 
." = L\. (16) 

In the case of an arbitrary region and with equations having variable 
coefficients, it is appropriate to use the modified alternate-triangular method 
(MATM), setting 

B = (1) + wRl )1)-1(1) + wR2 ), IV;. = R l , 1) = 1)* > 0, (17) 

where 1) is an arbitrary operator. If in place of (15) we use 

R ~ S1), S > 0, L\ > 0, (18) 

then the estimate (16) remains valid. 

Here, S and L\ are given, and the operator 1) and the parameter ware 
chosen so that the ratio ~ = ,1/,2 is maximized. In practice, the matrix 1) 

can be taken to be diagonal. 

We indicate here two effective applications of the MATM. 

[1) The Dirichlet problem for Poisson's equation in an arbitrary two-dimen­
sional region; the basic grid in the plane (Xl, X2) is uniform with step h, 
and a five-point scheme is used. The MATM for some given 1) requires 
only 4-5% more work per iteration than for the same problem in a square 
with side equal to the diameter of the region. 

[2) For elliptic equations with quickly changing coefficients (the ratio C2/ Cl 

is large), the MATM with a corresponding choice of 1) weakens the de­
pendence on C2 / Cl • 

In practice, besides the one-step (two-level) methods (9), two-step (three­
level) iterative schemes are also applied. With the optimal iterative param­
eters, they are comparable (in terms of the number of iterations) with the 
Chebyshev scheme with parameters {Tk} as ~ -t 0, however they are more 
sensitive to errors in the definition of 11 and 12. With the conditions (11), it 
is appropriate to use the Chebyshev scheme (9) with parameters {Tk}. 

*** 
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For solving elliptic problems, a very important role is played by the alternat­
ing-directions iterative method (ADI), which has been developed, starting 
in 1955, by many authors. However, it appeared to be efficient only for a 
very narrow class of problems from the first group, those which satisfied the 
conditions 

If Al and A2 commute, then it is possible to choose the optimal pa­
rameters for the AD!. For the model problem with these parameters, the 
number of iterations satisfies no( €) = O(ln * In ~), and the number of oper­
ations Q( €) = 0(12 In * In ;), whereas for direct methods Q = Oel2 In *). 
Direct methods in this case are more economical than the AD!. If Al and A2 
do not commute, then the AD! requires O( * In;) iterations whereas for the 
ATM O(},; In;) iterations are sufficient. For three-dimensional problems, 
when A = Al + A2 + A 3 , even with the assumption of pairwise commuta­
tivity, the AD! requires more operations than the ATM. Thus, the AD! to a 
great degree had little significance. 

*** 
If the operator A > 0 is not self-adjoint, then it is not possible using the 
scheme (9) with any choice of parameters and self-adjoint operator B = B* > 
o to construct an iterative process with the same convergence rate as for the 
Chebyshev method for A = A * > o. All known methods possess a slower 
convergence rate. Here we consider the simple-iterative method (Chapter 6) 
with a priori information of two types: 

[a] parameters /1, /2 entering into the condition (for simplicity we assume 
D = B = E) 

'}'leX, x) :=:; (Ax, x), (Ax, Ax) :=:; 12(Ax, x), 11 > 0, 12 > 0; (19) 

[b] three parameters /1, /2, /3, where /1 and /2 (for D = B = E) are 
bounds on the symmetric part of the operator A: 

where Al = 0.5(A - A*) is the skew-symmetric part of A. 

Choosing T from the minimum norm condition for the transition or re­
solving operator, in all cases we obtain an increase in the number of iterations 
in comparison with the case A = A * . 

*** 
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Any two-level method, constructed on the basis of the scheme (9), is charac­
terized by the operators B and A, the energy space HD in which the conver­
gence of the method is proved, and the choice of parameters. If the operator 
B is fixed, then the basic problem is finding {TAJ. 

A priori information about the operators of the scheme is used to choose 
the parameters {Tk}. The form of the information is determined by the prop­
erties of the operators A, B, and D. So for the Chebyshev scheme with 
D = AB-1 A, when A and B are self-adjoint operators, it is assumed that 
the constants 1'1 and 1'2 in (11) are given. In the general case, when DB-1 A 
is self-adjoint in H, then in place of (11) it is sufficient to assume that 

In the non-self-adjoint case, when A :f. A*, but B = B* > 0, we use either 
the two numbers 1'1, 1'2 or the three numbers I'll 1'2 (entering in (19)) and 
1'3 (a constant, entering into the estimate of the skew-symmetric part of the 
operator A). In a number of cases, finding the constants I'll 1'2, and 1'3 with 
sufficient accuracy can lead to a separate complex problem, requiring special 
algorithms for its solution. If the a priori information can be obtained at low 
cost, or if several solutions of the equation Au = f with different right-hand 
sides are required, then it is appropriate to once find the constants 1'1, 1'2 and 
1'3 and then use the Chebyshev method or the ATM. If the problem Au = f 
must only be solved once, or if there is a good initial approximation, and if 
the computation of the constants 1'1, 1'2 is time-consuming, then a variational 
method should be used. 

In order to compute the computational parameters {Tk} for a variational 
method, it is not necessary to know I'll 1'2. These methods only use informa­
tion of general form 

D = D* > 0, (DB-1 A)* = DB-1 A. (21) 

In order to determine Yk+1, the same scheme (9) is used; only the formula 
for Tk+ 1 is changed. The parameter TkH is found by minimizing the norm in 
H D of the error 

ZkH = Yk+1 - u, 

i.e., minimizing the functional 

f[y] = (D(y - u),y - u). 

The parameter Tk+1 is computed using Yk. Choosing D = A, we obtain the 
steepest-descent method; for D = A * A, the minimum-residual method; etc. 
These methods have the same convergence rate as the simple-iterative method 
(with accurate constants 1'1, 1'2). The convergence rate of the iterations can 
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be improved iflocal (per-step) minimization of II Zk+1 II D is avoided and if the 
parameter Tk is chosen by minimizing the norm of the error II Zn II Dafter n 
steps, i.e., after the passage from Yo to Yn' This leads to a two-parameter (for 
each k), three-level iterative conjugate-direction scheme (conjugate gradient, 
residual, correction, or error), which possesses the same convergence rate as 
the Chebyshev method with parameters {Tn computed with accurate values 
of I't. 1'2' If A = A* > 0, then it is possible to accelerate (approximately 1.5 
to 2 times) the convergence rate of two-level gradient methods. 

*** 

In the general theory of iterative methods, knowledge of the concrete struc­
ture of the operators is not required - only a minimum of information con­
cerning the general character of the operators is used, for example, condition 
(11). The choice of the operator B in (9) is subject to the requirements: 
1) securing the fastest possible convergence rate for the method (9), 2) the 
efficient inversion of B. To construct B it is possible to start with some op­
erator R = R* > 0 (the regularizer), and with some energy equivalence for 
A = A * > 0, B = B* > 0: 

Thus 

For various A, it is possible to choose the same regularizer R. Most common 
is the case of a factorized operator B, for example, 

(23) 

where 

R~ = R2 > 0 for the ATM (24) 

R~ = Rl > 0, Ri = R2 > 0, RIR2 = R2Rl for the AD!. (25) 

In order to apply the theory, it is necessary to find 11 and 12; the pa­
rameter w > 0 is found from the condition 

If the equation Rw = F can be solved efficiently by a direct method, then 
we set B = R (for example, in the case when (-R) is the Laplace difference 
operator, and the region is a rectangle). The operator B cannot be written 
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out explicitly, but is realized as the result of the iterative solution of the 
equation 

(a two-stage method). 

*** 

For equations with indefinite, singular, and complex operators A, it is still 
possible to consider the same scheme (9). However, the choice of the optimal 
parameters is more complicated, and the convergence rate is slower. Applica­
tion of the general theory in these particular cases requires prior "reworking" 
of the problem. It is possible to construct modified versions of the Chebyshev 
method, as well as the methods of variational type. 

If A is a singular linear operator, i.e., the homogeneous equation Au = 0 
has a non-trivial solution, then the problem (9) for B = E and for any Tk 

is always soluble. Let H(O) be the null space of the operator A, and H(l) 

its orthogonal complement in H. Any vector y E H(O) satisfies the equation 
Ay = O. If f E H(l) and Yo E H(l), then at each iteration Yk E H(l). If the 
following condition is satisfied 

'Y1(y,y):::; (Ay,y):::; 12(y,y), y E H(I), 11> 0, 

then it is possible to use the explicit scheme (9) with the Chebyshev param­
eters {Tn found using 11, 12. Under these assumptions, Yk converges to the 
solution of the normal equations having minimal norm. 

If 

then the generalized normal solution of the equation Au = f will be taken 
to be the solution of the equation 

having minimal norm. We then have the estimates 

2Pl 1 - ,jf. 11 (1) 
qn = 1 + p~n' PI = 1 + ,jf.' e = 12' Yn, Yo E H , 
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if Ti, ... , T:_l are the Chebyshev parameters, and 

The convergence rate is diminished in comparison with the non-singular case 
with the same 11, 12. There is a corresponding modified method of variational 
type. 

The general theory allows us to investigate the implicit simple-iterative 
scheme for the case when H is a complex Hilbert space, A = A + qE, A is 
a Hermitian operator, q = ql + iq2 is a complex number, and to choose the 
optimal value for the iterative parameter. The transfer to the altemating­
direction method presents no difficulty. 

*** 
It is not difficult to use results from the general theory to solve difference 
equations approximating boundary-value problems for elliptic equations. It 
is easy to formulate general rules for the solution of difference problems. Let 
Au = f be a difference equation, where A : H -+ H is a difference operator 
defined in the space H of grid functions defined on the grid w. Initially we 
study the general properties of the operator A and establish, for example, that 
it is self-adjoint and positive, A = A* > 0, then we construct the operator 
B = B* > 0 and compute the constants 11, 12 and, finally, find n = no(e) 
and the parameters {Tn. 

If we are using the ATM with factored operator 

then it is necessary to choose the matrix 1) and the constants c, ~ (see 
Chapter 10), and knowing c, ~, we determine w, 11, 12, and so forth. 

In the book, many examples are introduced which apply direct and it­
erative methods to solve concrete difference equations. In Chapter 15, in 
particular, methods for solving elliptic difference equations in curvilinear co­
ordinates (both cylindrical (r, z) and polar (r, It')) are considered. 

In Chapter 14, we consider multi-dimensional problems, schemes for elas­
ticity theory equations, etc. 

It is important to note that, independent of the method which is being 
used to solve the given boundary-value difference problem, the preliminary 
work follows the same formula: initially formulate the operator A, then study 
it as an operator in the space H of grid functions. After this "harvest" of 
information about the problem is completed, consider the problem of choosing 
a method, taking into account all the particular circumstances (the machine, 
the availability of software, etc.). 



Chapter 1 

Direct Methods for 
Solving Difference Equations 

1 

In this chapter we study the general theory of linear difference equations, 
as well as direct methods for solving equations with constant coefficients, 
which give the solution in a closed form. In Section 1 general concepts about 
grid equations are introduced. Section 2 is devoted to the general theory 
of m th order linear difference equations. In Section 3 methods for solving 
constant-coefficient equations are considered, and in Section 4 these methods 
are used to solve second-order equations. Solving grid eigenvalue problems 
for the simplest difference operators is discussed in Section 5. 

1.1 Grid equations. Basic concepts 

1.1.1 Grids and grid functions. A significant number of physics and engineer­
ing problems lead to differential equations with partial derivatives (mathe­
matical-physics equations). A great variety of physical processes can be de­
scribed by equations of elliptic type. 

Explicit solutions of elliptic boundary-value problems are obtainable only 
in special cases. Therefore these problems are generally solved approximately. 
One of the most universal and effective methods in wide use today for ap­
proximately solving mathematical-physics equations is the method of finite 
differences or the method of grids. 

The essence of the method is as follows. The continuous domain region 
(for example, an interval, a rectangle, etc.) is replaced by a discrete set of 
points (nodes), called the grid or lattice. In place of a function of continuous 
arguments we consider a function of discrete arguments, defined at the nodes 
of the grid and called the grid function. The derivatives entering into the 
differential equation and the boundary conditions are changed into difference 
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derivatives; thus the boundary-value problem for a differential equation is 
changed into a system of linear or non-linear algebraic equations (grid or 
difference equations). Such a system is often called a difference scheme. 

We will expand in more detail on the basic concepts of the grid method. 
We first consider the simplest examples of grids. 

Example 1. Grids in a one-dimensional region. Let the domain of the 
variable x be the interval ° :::; x :::; 1. We split this interval into N equal 
parts of length h = liN using points Xi = ih, i = 0,1, ... , N. This set 
of points is called the uniform grid on the interval [0, ~ and is denoted 
w = {Xi = ih, i = 0,1, ... , N hN = I}; the number h - the distance 
between points (nodes) of the grid w - is called the grid step. 

To subdivide the grid w we will also use the following definitions: 

w = {Xi = ih, 
w+= {Xi = ih, 
W-= {Xi = ih, 
'Y = {xo = 0, 

= 1,2, ... , N -1, Nh = I} 
= 1,2, ... , N, Nh = I} 

i = 0,1, ... , N - 1, Nh = I} 
XN= I} 

The interval [0, ~ can be split into N parts using arbitrary points ° = 
Xo < Xl < '" < Xi < Xi+l < ... < XN-I < XN = 1. In this case, we obtain 
the grid w = {Xi, i = 0,1, ... ,N, Xo = 0, XN = I} with step hi = Xi - Xi-l 

at the point Xi, i = 1,2, ... , N, which depends on the index i of the node Xi, 
i.e., hi = h(i) is a grid function. 

If hi # hi+! for even one index i, then the grid w is called non-uniform. 
If hi = lIN, then we obtain the uniform grid constructed above. For a non­
uniform grid, we define the average step ni = n(i) at the node Xi, 

On the infinite line 

-00 < X < 00 

it is possible to consider the grid 

n = {Xi = a + ih, i = 0,±1,±2, ... } 

beginning at any point X = a and with step h, consisting of an infinite number 
of nodes. 
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Example 2. A grid in a two-dimensional region. Let the domain of the 
variables x = (Xl, X2) be the rectangle 

(j = {O :::; Xo: :::; 10:, Cl! = 1, 2} 

with boundary r. On the intervals ° :::; Xo: :::; 10: we construct the uniform 
grid Wo: with steps ho:: 

WI = {Xl (i) = ihb i = 0,1, ... ,M, hIM = Itl, 
WI = {X2(j) = jh2,j = 0,1, ... , N, h2N = 12}. 

The set of nodes Xij = (xI(i),X2(j», having coordinates on the plane Xl (i) 
and X2(j), is called the grid in the rectangle (j and is denoted 

Clearly, the grid W consists of points intersecting the lines Xl = Xl (i) 
and X2 = X2(j). 

The constructed grid W is uniform for each of the variables Xl and X2. 
However, if one of the grids Wo: is non-uniform, then the grid W is called non­
uniform. If hI = h2 then the grid is called square, otherwise it is rectangular. 

The points of W belonging to r are called boundary points and their union 
forms the boundary of the grid: 'Y = {Xij E r}. 

In order to describe the structure of the grid w, it is convenient to use 
the notation w = WI X W2, i.e., to represent w as the topological product 
of the grids WI and W2. Using the definitions of w+, w- and w introduced in 
example 1, it is possible to subdivide the grid w in the rectangle, for example: 

WI x wi = {Xij = (ih l ,jh2), i = 1,2, ... ,M -1, j = 1,2, ... ,N} 

wI x W2 = {Xij = (ih l ,jh2), i = 0,1, ... ,M -1, j = 0,1, ... ,N}. 

We now consider the concept of a grid function. Let w be a grid intro­
duced in a one-dimensional region, and let Xi be the nodes of the grid. A 
function y = Y(Xi) of the discrete variable Xi is called a grid function defined 
on the grid w. Analogously, we define a grid function on any grid w in a do­
main. For example, if Xij is a node of the grid w in a two-dimensional region, 
then Y = Y(Xij). Obviously, grid functions can also be considered as functions 
of an integer variable, the node-number of the grid point. So, we can write 
Y = Y(Xi) = y(i), Y = Y(Xij) = y(i,j). We will sometimes use the following 
notation for grid functions: Y(Xi) = Vi, Y(Xij) = Yij. 

The grid function Yi can be represented as a vector if we consider the 
values of the function as components of the vector Y = (Yo, YI, ... , YN )T. In 
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this example, Yi is defined on the grid w = {Xi, i = 0,1, ... , N} containing 
N + 1 nodes, and the vector Y has dimension N + 1. If w is a grid in the 
rectangle 

w = {Xij = (iht,jh2 ), i = 0,1, ... , M, j = 0,1, ... , N}, 

then the grid function Yi;' defined on W, corresponds to the vector Y = (Yoo, 
... , YMo,YOI, ... , YMt,··· ,YON, ... ,YMN)T of dimension (M +1)(N +1). The 
nodes of the grid w will be ordered according to the rows of the grid. 

We have considered scalar grid functions, i.e., those functions for which 
the value at each node is a number. We now introduce examples of vector 
grid junctions, which are vector-valued at each node. If in the example above 
we denote by Y(X2(j)) = lj the vector consisting of the value of the grid 
function Yij at the nodes XOj, Xlj, ... , X M j of the ph row of the grid w : lj = 
(Yo;, Ylj,···, YMj)T, j = 0,1, ... , N, then we obtain the vector grid function 
lj defined on the grid W2 = {X2(j) = jh2, j = 0,1, ... , N}. If the function 
defined on the grid has complex values, then the grid function will be called 
complex. 

1.1.2 Difference derivatives and various difference identities. Let w be a given 
grid. The set of all grid functions defined on w forms a vector space with the 
obvious definitions of addition and multiplication by a scalar. It is possible to 
define difference or grid operators on the space of grid functions. An operator 
A, mapping a grid function y into a grid function f = Ay, is called a grid or 
difference operator. The set of nodes used to write the difference operator at 
a node of the grid is called the stencil of this operator. 

The simplest difference operator is the difference differentiation operator 
for a grid function, which gives rise to difference derivatives. We will now 
define difference derivatives. 

Let n be a uniform grid with step h, defined on the line -00 < X < 00: 

n={xi=a+ih, i=0,±I,±2, ... }. 

Difference derivatives of first order for the grid functions Yi = y( Xi), Xi E 
n are defined by the formulas 

Yi - Yi-l 
AIYi = Yx,i = h ' 

Yi+l - Yi 
A2Yi = Yx,i = h (1) 

and are called left and right derivatives, respectively. We shall also use central 
derivatives 

A . - .. - Yi+l - Yi-l 05(A + A ) 3Y. - Yx,. - 2h =. I 2 Yi· (2) 
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H the grid is non-uniform, then the following definitions are used for first­
order difference derivatives: 

Yi - Yi-l 
Yz,i = 

hi 

Yi+l - Yi 
Yz,i = h ' 

i+l 

Yz,i = O.5(Yz,i + Yz,i), hi = O.5(hi + hi+1). 

From definitions (1) and (3), we obtain the following relations: 

and also the equalities 

Yz,i = Yz,i+l 

h· I 
Yz,i = -h Yz,i, 

i+1 

Yi = Yi+l - hi+1Yz,i = Yi-l + hiYz,i. 

(3) 

(4) 

(5) 

(6) 

The difference operators Al , A2 , and Aa have stencils consisiting of two points, 
and are used to approximate the first derivative Lu = u' of the one-variable 
function u = u(x). For smooth functions, the operators Al and A2 approxi­
mate the operator L with error O(h), and Aa with error O(h2). 

Difference derivatives of nth order are defined as the grid functions ob­
tained by computing the first difference derivative of a difference derivative of 
n - 1st order. We now introduce examples of second-order difference deriva­
tives: 

Yz,i+l - Yz,i 1 ( ) 
Yzz,i = h = h2 Yi-l - 2Yi + Yi+l , 

Yz,i+l - Yz,i-l 1 ( 
YH,i = 2h = 4h2 Yi-2 - 2Yi + Yi+2), 

1 1 
Yfi:,i = hi (Yz,i+1 - Yz,i) = hi (Yz,i - Yz,i) 

= ~ (Yi+l - Yi _ Yi - Yi-l) , 
hi hi+1 hi 

which are used to approximate the second derivative Lu = utI of the func­
tion u = u(x). In the case of a uniform grid, the error of approximation is 
O( h2 ). The corresponding difference operators have three-point stencils. To 
approximate the fourth derivative Lu = uIV , we use a fourth-order difference 
derivative 

1 
Yzzzz,i = h4 (Yi-2 - 4Yi-l + 6Yi - 4Yi+1 + Yi+2). 
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Analogously, we use an nth order difference derivative to approximate the nth 

derivative. 

There is no difficulty in defining difference derivatives for grid functions 
of several variables. 

To transform expressions containing difference derivatives of grid func­
tions, we need formulas for the difference derivative of the product of grid 
functions and formulas for summation by parts. These formulas are analogous 
to the corresponding formulas in differential calculus. 

[1] Formulas for the Difference Derivative of a Product. 

Using the definitions of difference derivatives (3), it is not difficult to verify 
the identities: 

( UV)x j= U x jVj-l + UjVx j= U x iVi + Uj-l Vx j= U x jVj + UjV x j - h,·ux- ,·Vx- ,., 
" " " , " 

( UV)x j= U x iVi+l + UiVx i= U x jVj + Uj+lVx j= U x iVi + UiVx i + hi+1U x jVx i, " " t, , " 

(UV)x,i= Ui,jVi+l + UjVi,i= Ui,jVj + UjHV:i:,j= U:i:,jVj + UjV:i:,j + njU:i:,jV:i:,j. 

Using (4), (5), the last identity can be written in the form 

(7) 

[2] Formulas for Summation by Parts. 

Multiplying (7) by nj, and summing the resulting relation for i between m + 1 
and n - 1, we find that 

n-l 

L (uv)x,jnj = UnVn - Um+lVm+l 

i=m+l 

n-l 

= L U:i:,jVjni + 
n-l 

L UjHVX,jHhiH· 

i=m+l j=m+l 

Using (6), we obtain the relation 

which we substitute in the above equality. As a result we have 

n-l n-l 

UnVn - um+lvm = L u:i:,jvjnj + L Uj+lVx,j+lh i + 1 . 

i=m+l j=m 
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Changing the index of summation to i' = i-I in the second sum on the 
right-hand side gives the following formula for summation by parts: 

n-l n 

L ux,ivl"i = - L UiVi,ihi + UnVn - Um+!Vm· (8) 
i=m+l i=m+l 

Using (6), it is easy to obtain from (8) another formula for summation 
by parts 

n-l n-l 

L Ui,iVihi = - L Uivx,ini + Un-1Vn - UmVm· (9) 
i=m+l i=m 

From the formula (8) it follows that the function Ui must be defined for 
m + 1 ~ i ~ n, and the function Vi for m ~ i ~ n. Suppose now that Yi is a 
grid function defined for m ~ i ~ n. Then the function Ui = Yi,i is defined 
for m + 1 ~ i ~ n. Substituting Ui in (8), we obtain the following identity: 

n-l n 

L YU,ivini = - L Yi,iVi,ihi + Yi,nVn - Yx,mvm· (10) 
i=m+l i=m+l 

The following is valid 

Lemma 1. Suppose that the grid junction Yi is defined on the arbitrary non­
uniform grid 

w={xi,i=O,l, ... ,N, xo=OxN=l} 

and that Yi is zero for i = 0, i = N. For this junction, the following equality 
is valid 

N-l N 
L Yii,iYini = - L(Yi,i)2 hi. 
i=1 i=1 

The proof of lemma 1 follows in an obvious manner from (10). 

Corollary. If W is a uniform grid, Yo = YN = 0 and Yi ¢. 0, then 

N-l N 

L Yix,iYi h = - Ly~,ih < o. 
i=1 i=1 
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With this we conclude our discussion of difference formulas. Several other 
formulas will be considered in Chapter 5. 

These identities are not just used for transforming difference expressions. 
They are often applied, for example, to compute alternate forms of finite sums 
and series. 

We mention here an example. We wish to compute the sum 

n-1 

Sn = L iai , a =F 1. 
i=1 

We introduce the following grid functions, defined on the uniform grid w = 
{xi,i = O,I, ... ,N,h = I}: 

(11) 

On this grid, the summation by parts formula (8) for any grid functions has 
the form (m = 0) 

n-1 n 

L Ux,iVi = - L UiVx,i + UnVn - U1 VO· 

i=1 i=1 

Taking into account that the function (11) satisfies the relations 

we obtain 

Vo = Un = 0, Vx,i = 1, i 
Ux,i = a 

n-1 n i n an (n(a-l)-a)+a 
Sn = L iai = - L a - a = 

i=1 i=1 a-I (a - 1)2 

The desired sum has been found. 

1.1.3. Grid and difference equations. Let Yi = y( i) be a grid function of 
the discrete variable i. The values of the grid function y( i) in turn form a 
discrete set. On this set it is possible to define a grid function, and equating 
this function to zero we obtain an equation related to the grid function y( i) 
- the grid equation. A special case of the grid equation is the difference 
equation. Difference equations will be the basic object of study in our book. 

Grid equations are obtained when approximating integral and differential 
equations on a grid. 

We will first mention difference approximations of ordinary differential 
equations. 
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We will transfonn first-order differential equations 

du 
- = f(x), x> 0 
dx 

into first-order difference equations 

Yi+1 - Yi f() 'h' 0 1 h = Xi, Xi = Z , Z = , , ... 

or Yi+1 = Yi + hf(Xi), where h is the step of the grid w = {Xi = ih, z = 
0,1, ... }. The desired function is the grid function Yi = y(i). 

To approximate the second-order equation 

cfu 
dx2 = f(x), 

we use a second-order difference equation 

Yi+1 - 2Yi + Yi-1 = <Pi, <Pi = h2/;, /; = f(Xi), xi = ih. 

If the equation of general form 

(ku')' + ru' - qu = - f(x) 

is approximated on the three-point stencil (Xi-1,Xi,Xi+1), then we obtain a 
second-order difference equation with variable coefficients of the form 

aiYi-1 - CiYi + biYiH = -<Pi, i = 0,1, ... 

where ai, Ci, bi , and <Pi are given grid functions, and Yi is the desired grid 
function. 

Approximating the fourth-order equation 

(ku")" =f(x) 

on a grid leads to a fourth-order difference equation; it has the form 

(2) (1) (1) (2) 
ai Yi-2 + ai Yi-1 + CiYi + bi YiH + bi Yi+2 = <Pi· 

For difference approximations to the derivatives u', u", and u"', it is possible 
to use stencils with a large number of points. This leads to higher-order 
difference equations. 
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The linear equation related to the grid function y(i) (a function of the 
integer variable i) 

ao(i)y(i) + a1(i)y(i + 1) + ... + am(i)y(i + m) = f(i), (12) 

where ao(i) =f. ° and am(i) =f. 0, and f(i) is a given grid function, is called an 
mth order difference equation. 

If (12) does not contain y(i), but contains y(i + 1), then changing the 
independent variable from i + 1 to i' transforms this equation into an equation 
of order m - 1. 

This is one difference between grid equations and differential equations, 
where a change in the independent variable does not lead to a change in the 
order of the equation. 

Let F(i, y(i), y(i + 1), ... , y(i + m)) be a non-linear grid function. Then 
F( i, y( i), y( i + 1), ... , y( i + m)) = ° is a non-linear m th order difference 
equation if F explicitly depends on y( i) and y( i + m). 

For convenience when comparing with differential equations, we intro­
duce (right) grid function differences: 

~Yi = Yi+1 - Yi, ~2Yi = ~(~Yi)"'" ~kHYi = ~(~kYi)' k = 1,2, .... 

Then (12) can be written in the form 

(12') 

where O:m(i) = am(i) =f. 0. 
The difference equation (12') is a formal analog of the mth order differ­

ential equation 

where O:m =f. 0, O:k = O:k(X), k = O,l, ... ,m. Let w = {Xi = ih,i = 0,1, ... } 
be some grid. If we designate 

Yi+1 - Yi (k) 
Yz,i = , Yzz,i = (Yz)z,i,"" Yz = YX • •• X,i n ............... 

• cimee 

so that 

then y( i + k) is expressed in terms of 

( ") (1) (k-1) Y Z , Yz , ... , Yz 



1.1 Grid equationso Basic concepts 11 

for example 

Then equation (12) will be written in the form 

- (0)+- (0) (0)+ - (m-l)(o)+- (m)(O) f aoy t al t Yx too 0 + am-lYx t amyx t = i, 

where am = am =I- 00 Here the analogy with the mth order differential equa­
tion is obviouso 

Analogously, we define the difference equation relative to the grid func­
tion 

of two discrete variables, and in general of any number of variables ° For 
example, the five-point "cross" scheme for Poisson's equation 

and is represented as a second-order difference equation in each of the discrete 
variables i l and izo 

The grid equation of general form is obtained by approximating the 
integral equation 

u(x) = 11 K(x,s)u(s)ds + f(x), o:s; x :s; 1 

on the grid w = {Xi = ih, i = 0,1, ° 0 0 ,N, hN = l}o We replace the integral 
by a sum 

fol N 10 K(x,s)u(s)ds ~ h L ajK(x,jh)u(jh), 
i=O 



12 Chapter 1: Direct Methods for Solving Difference Equations 

where (Xi is a coefficient from the quadrature formula, and in place of the 
integral equation we write the grid equation 

N 

Yi = L (Xi K(ih,jh)Yj + Ii, i = 0,1, ... , N, 
j=O 

where the summation is taken over all nodes of the grid w, and the unknown 
is the grid function Yi. 

The grid equation can be written in the form 

N 

L CijYj = 1;, i = 0,1, ... ,N. 
j=O 

(13) 

It contains all the values Yo, Yl, ... ,YN of the grid function. It can be ex­
pressed as a difference equation of order N, equal to the number of grid 
nodes minus one. 

The mth order difference equation (12) is a special form of the grid equa­
tion where the matrix (Cij) is only non-zero along the m diagonals parallel 
to the main diagonal. 

In the general case, we can take i to be not only an index i = 0,1, ... , but 
also a multi-index, i.e., a vector i = (i 1 ,i2 , .•• ,ip ) with integer components 
ia = 0,1,2, ... , (X = 1,2, ... ,p, where i E w, and w is a grid. 

The linear grid equation has the form 

L CijYj = 1;, 
jEw 

i E w 

where the summation is taken over all nodes of the grid w, Ii is given, and 
Yi is the desired grid function. 

If we renumber all the nodes of the grid, then we can write Yi = y( i), 
where i is the number of a node, i = 0,1,2, ... , N. Then the grid equation 
(14) has the form (13). 

Obviously, this is a system of linear algebraic equations of order N + 1 
with matrix (Cij). Thus, any system of linear equations can be expressed as 
a grid equation, and vice versa. 

If y(i) is a vector grid function, we speak of mth order grid (difference) 
equations. 

Let F(i, Yo, Yl, ... , YN) be a given function (generally speaking, non­
linear) of the N + 2 variables i,yo,Y}' ... ,YN. Setting it equal to zero, we 
obtain the non-linear grid equation F(i, Yo, Yl, ... ,YN) = 0, i = 0,1, ... ,N, 
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the solution of which is the grid function y( i) which turns this equation into 
an identity. 

We now consider the grid function :F( i) = F( i, Yo, Yl, ... , Y N), i = 
0,1, ... ,N. From this it is clear that the function F is a grid operator which 
maps the grid function y( i) into the grid function :F( i). 

If F is a linear function, then we obtain equation (14), which clearly can 
be written in the operator form Ay = j, where A is the linear operator with 
matrix (aij), and y is a vector in the space of grid functions. 

If the coefficients aij do not depend on i - j, then (14) is called a grid 
equation with constant coefficients. 

Although in this book the basic focus is on the numerical solution of dif­
ference equations obtained from difference approximations to elliptic differ­
ential equations, iterative methods are applicable to any linear grid equation, 
i.e., to any system of linear equations. Therefore, the theory of iterative meth­
ods presented here has a general character. What is specific to grid equations 
is that this system is of high order, since refinement of the grid increases the 
order of the equations (the number of unknowns is equal to the number N 
of grid points, N = O(1/hP ) in the p-dimensional case, where h is the mesh 
size ). 

1.1.4 The Cauchy problem and boundary-value problems for difference equa­
tions. We will now mention several further examples of difference equations 
and dwell on the posing of problems for difference equations. 

Notice that the simplest examples of first-order difference equations are 
the formulas for the terms of an arithmetic or a geometric progression: 

Yi+! = Yi + d, Yi+l = qYi, i = 0,·1, .... 

The solution of a first-order equation can be found if an initial condition 
is given for i = ° (the Cauchy problem). 

The solution y(i + m) of an mth order difference equation is fully de­
termined by the values y( i) at m arbitrary but sequential points io, io + 
1, ... , io + m - 1. In fact, since am(i) =/:. 0, from (12) we find that 

y(i + m) = bm-1(i)y(i + m - 1) + ... + bo(i)y(i) + <p(i). 

Setting i = io, io + 1, ... , we can find the values of y( i) for i ;:::: io. Analogously, 
using (12) to express y( i) in terms of y( i + 1), ... ,y( i + m) and setting i = 
io-1, io-2, ... , we can find y(i) for i ::; io-1.lfin equation (12) it is necessary 
to determine y( i) for i ;:::: 0, then it is sufficient to give the values at the m 
points yeO) = Yo, y(1) = Yl, ... ,y( m - 1) = Ym-l (the initial conditions). 
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Adjoining these conditions to equation (12), we obtain the Cauchy prob­
lem or the initial value problem for an mth order difference equation. 

As we saw, for first-order equations (m = 1) it is sufficient to give one 
initial condition. 

Non-linear difference equations are obtained when solving non-linear dif­
ferential equations. Consider, for example, the differential equation 

du 
dx = !(x, u), x> 0, u(o) = 1-'1 

(a Cauchy problem). Applying the Euler scheme (an explicit scheme), we 
obtain a first-order difference equation Yi+l = Yi + h!(Xi,Yi),i ~ O,Yo = 1-'1. 

If the derivative du/dx at x = Xi = ih is changed to the left difference 
quotient, then we obtain for Yi a non-linear first-order equation, Yi = Yi-l + 
h!(Xi,Yi),i > O,Yo = 1-'1. To determine Yi it is necessary to solve the non­
linear equation cp(Yi) = Yi - h!(Xi, Yi) = Yi-l· 

We now consider an example of a second-order difference equation. Sup­
pose it is necessary to compute the integral 

h( cp) = 111' cos k'l1 - cos kcp d'l1, 
o cos '11 - cos cp 

k = 0,1,2, .... 

First of all, notice that Io(cp) = 0, Il(CP) = 7r. Consider the identity 

[cos(k + 1)'11- cos(k + l)cp] + [cos(k -1)'11- cos(k - l)cp] 

= 2 cos k'l1 cos '11 - 2 cos kcp cos cp 

= 2( cos k'l1 - cos kcp) cos cp + 2( cos '11 - cos cp) cos k'l1. 

Using this, we obtain 

Thus, the computation of the integral Ik( cp) leads to the solution of a Cauchy 
problem for the second-order difference equation 

IHl(CP) - 2 cos cph(cp) + Ik-l(cp) = 0, k ~ 1, Io(cp) = 0, Il(cp) = 7r. (15) 

We will consider one further example. We are required to find the solution 
to a boundary-value problem for a system of first-order ordinary differential 
equations 

du 
- = Au + !(x), 
dx ° < x < 1, (16) 
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where Bu = 1-'1 for x = 0, Cu = 1-'2 for x = 1. Here u{x) = (U1{X),U2{X), ... , 
UM{x))T is a vector function of dimension M, A = A{x) is a square matrix 
of size M x M, and B and C are rectangular matrices of sizes M1 x M and 
M2 x M respectively, where M1 +M2 = M. The vectors f{x), 1-'11 and 1-'2 are 
given and have dimensions M, M1, and M2 respectively. 

Introducing the uniform grid w = {Xi = ih,i = O,I, ... ,N,h = liN} 
onto the interval 0 :5 x :5 I and defining on it the grid vector-function Yi = 
(Y1(i), Y2(i), ... , YM(i))T, we obtain from (16) the simple difference scheme 

Yi+t - (E + hAi)Yi = Fi 0:5 i :5 N - 1, 

BYo = 1-'1, CYN = 1-'2, 
(17) 

where Fi = hf(Xi). This is an example of a first-order linear vector difference 
equation with M1 conditions at i = 0 and M2 conditions at i = N. Thus, we 
have a boundary-value problem for systems of first-order difference equations. 

Boundary-value problems are more typical for second-order equations. 
Let us consider, for example, the boundary-value problem 

cPu 
dx2 -q(x)u=-f(x), O<x<l, u(O) = 1-'1, u(l)=1-'2, q(x)~O. (18) 

Choosing the grid w = {Xi = ih,i = O,I, ... ,N,h = liN}, we obtain from 
(18) the corresponding boundary-value difference problem 

Yzz,i - diYi = -CPi, 0 < i < N, Yo = 1-'1, YN = 1-'2, (19) 

where di = q(Xi), 'Pi = f(Xi) for smooth q(x), f(x). This problem is a special 
case of a boundary-value problem for second-order difference equations 

-aiYi-l + CiYi - biYi+l = 'Pi, 1:5 i :5 N - 1, Yo = 1-'1, YN = 1-'2, (20) 

with ai = bi = I/h2, Ci = di +2Ih2. 

The difference problem (20) can be written in the form 

AY=F, (21) 

( 1 1 )T 
F= CP1 + h21-'1,'P2, ... ,CPN-2,'PN-l + h21-'2 

is a known vector of dimension N - 1, and A is a square tridiagonal matrix 
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of the form 

Cl -b1 0 0 0 0 0 
-a2 C2 -b2 0 0 0 0 

0 -a3 C3 -b3 0 0 0 
A= (22) 

0 0 0 0 CN-3 -bN - 3 0 
0 0 0 0 -aN-2 CN-2 -bN - 2 

0 0 0 0 0 -aN-l CN-l 

From this it is clear that a boundary-value problem for the second-order 
difference equation (20) represents a system of linear algebraic equations of 
special form. If the Cauchy problem for the second-order difference equation 
is soluble everywhere, then the first boundary-value problem (20) is soluble 
for any right-hand side whenever the matrix A of the system (21) is non­
singular. 

Boundary-value problems for mth order difference equations lead to sys­
tems of linear algebraic equations with matrices which have no more than 
m + 1 non-zero elements in any row. 

To approximate equations with partial derivatives, we also arrive at a 
system of difference or simply algebraic equations with a special matrix. Since 
the number of unknowns in such a system is usually equal to the number 
of nodes in the grid, in practice we encounter systems of very high order 
(having tens or even hundreds of thousands of unknowns). Other features of 
such systems are the sparsity of the matrices and the band structure, i.e., 
the special distribution of the non-zero elements. These features, on the one 
hand, make the problems easier to solve, but on the other hand, demand the 
invention of special solution methods which take into account the specifics of 
the problem. Thus it is not surprising that classical linear algebra methods 
are often ineffective for solving difference equations, and that there is no 
universal method which effectively solves every difference equation. 

At the present time, two types of methods are used to solve systems of 
linear equations: 1) direct methods; 2) iterative or successive-approximation 
methods. As a rule, direct methods are oriented to solving a narrow class 
of grid equations, but they allow us to find the solution at very little com­
putational expense. Iterative methods allow us to solve more complex equa­
tions and often contain direct methods as a basic step in the algorithm for 
solving special difference equations. The fact that difference equations are 
ill-conditioned requires us to develop rapidly-convergent iterative processes, 
and to isolate the region of applicability for each method. 

In a number of cases, for example for linear equations with constant co­
efficients related to grid functions of one argument, the solution can be found 
in closed form. Such methods for solving grid equations will be examined in 
Section 3 of this chapter. 
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1.2 The general theory of linear difference equations 

1.2.1 Properties of the solutions of homogeneous equations. In this section, 
we will consider the general theory of m th order linear difference equations 
with variable coefficients 

am(i)y(i + m) + ... + ao(i)y(i) = Ii, 

where am(i) and ao(i) are non-zero for any i. First of all, let us investigate 
the homogeneous equation 

m 

am(i)y(i + m) + ... + ao(i)Yi = Lak(i)Y(i + k) = O. (1) 
k=O 

We will assume that the coefficients ak( i), i = 0,1, ... ,m, are finite for all 
values of i. 

Each particular solution of (1) is determined by the values of the function 
y(i) at m arbitrary but sequential points io, io + 1, ... , io + m-1. 

Theorem 1. If VI (i), V2( i), ... ,vp( i) are solutions of equation (1), then the 
function 

(2) 

where Cl, C2, ••• ,cp are arbitrary constants, is also a solution of equation (1). 

Proof. In fact, the condition of the theorem guarantees that 

m 

L:>k(i)VI(i + k) = 0, 1 = 1,2, ... ,po (3) 
k=O 

We substitute (2) in (1): 

m m p 

Lak(i)y(i + k) = Lak(i) LClvl(i + k) 
k=O k=O 1=1 

and change the order of summation on the right-hand side of the equality. 
Using (3), we obtain 

m p m 

L ak(i)y(i + k) = L CI L ak(i)VI(i + k) = 0 
k=O 1=1 k=O 

and consequently the function y( i) defined by (2) is also a solution of equation 
(1). The theorem is proved. 0 
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We will denote by ~i( Vl, ... , vp ) the determinant 

v(i) vp(i+l) ... vp(i+p-l) 

Then 

Lemma 2. Let Vl(i), v2(i), ... , vm(i) be solutions of equation (1). Then the 
determinant ~i ( Vl , ... , vm) is either identically zero for all i J or is non-zero 
for all possible values of i. 

Proof. Actually, since vl(i), ... ,vm(i) are solutions of equation (1), the fol­
lowing equalities are valid: 

ao(i)Vl(i) + al(i)vl(i + 1) + ... + am-l(i)Vl(i + m -1) = -am(i)vl(i + m), 

aO(i)v2(i) + a2(i)v2(i + 1) + ... + am-l (i)V2(i + m - 1) = -am(i)v2( i + m), 

Solving this system for ao (i) and for fixed i using Cramer's rule, we 
obtain 

Vl(i + 1) 
V2(i + 1) 

Vl(i +m-1) 
v2(i +m-1) 

After an appropriate rearrangement of the columns of the determinant on 
the right-hand side of this last equation, we have the relation 

ao(i)~i(Vl' ... ' vm) = (-l)mam(i)~i+1(vl, ... , vm). 

Since ao(i) and am(i) are non-zero for all possible values of i, this proves the 
lemma. 0 

We now introduce the concept of linearly independent solutions of equa­
tion (1). The grid functions Vl (i), V2( i), ... ,vm( i) are called linearly inde­
pendent solutions of equation (1) if: 1) they assume finite values and satisfy 
equation (1); 2) the relation 

(4) 

for constants Cl, C2, ••• , em, not all zero, is not satisfied for any i. 

For linearly independent solutions we have 
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Lemma 3. If VI (i), V2( i), ... ,vm( i) are linearly independent 80lution8 of 
equation (1), then the determinant ai( VI, ... , vm ) i8 non-zero for all P08-
8ible value8 of i. Conver8ely, if for 80lution8 VI (i), ... ,vm ( i) of equation (1) 
the determinant a i ( vb .. . , Vm) i8 non-zero for 80me i, then VI (i), ... ,vm(i) 
are linearly independent 80lution8 of equation (1). 

Proof. By lemma 2, the determinant ai( VI, ••• ,vm ) is either identically zero, 
or non-zero for all i. Let VI (i), ... , vm(i) be linearly independent solutions to 
equation (1), and assume that ai ( vb .. . , V m ) == o. Consider the system of 
equations 

CIVI(iO) + C2 V2(io) + ... + 
CIVI(iO + 1) + C2V2(io + 1) + ... + 

cmvm(io)= O. 
cmvm(io + 1)= O. (5) 

Since the determinant a i ( vI, ... ,vm ) of this system is, by assumption, equal 
to zero, there exists a non-zero solution CI, C2, ... ,Cm to this system. Conse­
quently, for these CI, C2, ... , Cm, equation (4) is valid for i = io, io + 1, ... , io + 
m - 1. We now show that (4) is valid for i = io + m. For this, we take equation 
(1) with 1= 1,2, ... ,m 

m 

Lak(io)Vl(io + k) = 0, 
k=O 

multiply it by Cl and sum for I = 1,2, ... ,m. Using (5) we obtain 

m m-l m 
0= am(io) L qVl(io + m) + L ak(io) L C1Vl(io + k) 

1=1 k=O 1=1 
m 

= am(io) L C1Vl(io + m). 
1=1 

Thus we have shown the validity of (4) for i = io + m. Proceeding in the 
same fashion, we find that, for above choice of Cl,C2, ... ,Cm, equation (4) is 
satisfied for all i ~ io. The validity of (4) is analogously proved for i ~ io. 
Consequently, (4) is satisfied for all i with non-zero Cl,C2, .. . ,Cm , contra­
dicting the linear independence of VI (i), ... , vm(i). Therefore the assumption 
that the determinant Doi( VI, ... ,vm ) is identically zero is false. 

We will now prove the second part of lemma 3. Suppose that the deter­
minant Doi( vI, ... , vm) is non-zero for some i = io. Then let us assume that 
VI (i), V2( i), ... , Vm (i) is a system oflinearly independent solutions to (1). This 
implies that we can find constants CI, C2, ... , Cm , not all zero, so that equation 
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(4) is an identity for all i. Then we write (4) for i = io, io + 1, ... ,io + m-l 
in the form of the system (5). By force of the assumption in the lemma, the 
determinant ~i(Vb ••• ' vm ) of this system is non-zero. Therefore, all of the 
CI, C2, ... ,Cm must be equal to zero. We have arrived at a contradiction. The 
lemma is proved. 0 

1.2.2 Theorems about the solutions of linear equations. First we will prove a 
theorem about the general solution of the homogeneous linear equation (1). 

Theorem 2. If VI (i), v2(i), ... , vm(i) are linearly independent solutions of 
equation (1), then the general solution of this equation has the form 

(6) 

where CI, C2, ... ,Cm are arbitrary constants. 

Proof. In fact, by theorem 1 the function y(i) defined by formula (6) is a 
solution to equation (1). We will now show that all solutions of equation 
(1) are of this form. Let u(i) be an arbitrary solution of equation (1). It 
is fully determined by the initial values given at the m points u( io), u( io + 
1), ... ,u(io +m-l). From the set of all functions of the form (6), we choose 
the one which has these same initial values. To do this, it is sufficient to find 
the constants CI, C2, ... ,Cm which satisfy the m equations 

CI VI (io) +C2V2(io) + ... + 
CI VI (io + 1)+ C2V2(io + 1) + ... + 

cmvm(io)=u(io), 
cmvm(io + 1)= u(io + 1), 

CIVI(io +m-l)+c2v2(io +m -l)+ ... +cmvm(io +m-1)=u(io +m-1). 

Since VI (i), v2(i), ... , vm(i) are linearly independent solutions of (1), by lem­
ma 3 the determinant ~i(VI' ••• ' vm ) of this system is non-zero. Having solved 
this system for CI, C2, ... , Cm , we obtain the function y( i) having the same 
initial values as u( i). But since the initial values fully determine the solution 
to equation (1), y( i) == u( i). The theorem is proved. 0 

We now consider the solution of the non-homogeneous equation 

am(i)y(i + m) + ... + ao(i)y(i) = f(i). (7) 

We have 

Theorem 3. The general solution to equation (7) is the sum of a particular 
solution to (7) and the general solution to the homogeneous equation (1). 
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Proof. We will show that any solution to equation (7) can be represented in 
the form 

y(i) = y(i) + y(i), (8) 

where y( i) is some solution to equation (7), and y( i) is the general solution 
to equation (1). Suppose 

am(i)y(i + m) + ... + ao(i)y(i) = f(i). (9) 

Substituting (8) in (7) and using (9), we obtain 

am(i)y(i + m) + ... + aoy(i) = O. 

Consequently, y( i) is the general solution to the homogeneous equation (1). 
The theorem is proved. 0 

Corollary 1. From theorems 2 and 3 it follows that the general solution to 
the non-homogeneous equation (7) has the form 

(10) 

where y( i) is a particular solution to equation (7), VI (i), V2( i), ... ,vm ( i) are 
linearly independent solutions to equation (1), and CI," • ,Cm are arbitrary 
constants. 

Corollary 2. Using lemma 3, Corollary 1 can be reformulated as: the solu­
tion to equation (7) has the form (10) where the particular solutions vI(i), 
••• , Vm (i) of the homogeneous equation are such that 6i( VI, .•• , Vm ) =!= 0 for 
some value i. 

Corollary 3. If the right-hand side f( i) of equation (7)is the sum of two 
functions f(i) = f(I)(i) + f(2)(i), then a particular solution of equation (7) 
can be written in the form y(i) = y(1)(i)+iP)(i), where y(a)(i) is a particular 
solution to equation (7) with right-hand side f(a)( i), a = 1,2. 

1.2.3 The method of variation of parameters. The above theorems give the 
structure of the general solution of the linear non-homogeneous difference 
equation (7). We will now consider the following questions: 

[1] how to construct linearly independent solutions to the homogeneous 
equation; 

[2] how to find a particular solution to the non-homogeneous equation; 

[3] how, using the general solution to the non-homogeneous equation, to 
find a unique solution to equation (7) satisfying additional conditions. 
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First of all we will study one possible way of constructing linearly inde­
pendent solutions to the homogeneous equation. Since a particular solution 
to the mth order linear equation is fully determined by given initial values at 
m points, for example at i = io, io + 1, ... , io + m -1, then by lemma 3 the 
desired solution of equation (1) can be constructed in the following way. Let 
A be a non-singular matrix 

A= 

Construct m solutions to equation (1) vI(i),V2(i), ... ,vm (i) using the 
initial values 

I, k = 1,2, ... ,m. (11) 

Then ~io (VI, ... , Vm ) = det A f:. o. Consequently, the problem of construct­
ing the desired functions VI (i), ... , Vm (i) is solved. 

Let us now consider the question of constructing a unique solution from 
the family of solutions to (10). From (10) it follows that we require pre­
cisely m conditions on the function y( i) in order to determine the constants 
CI, C2, ... , Cm· 

In the case of a Cauchy problem, i.e., when the initial conditions y(io) = 
bl , y(io + 1) = b2, . .. , y(io + m - 1) = bm are given, it is easy to determine 
the constants Ct, C2, ... ,Cm. From (10) we obtain a system of linear algebraic 
equations in CI, C2, ... , cm: 

VI(iO)ct + v2(io)C2 + ... + vm(iO)cm = bl - y(io), 

vI(io + I)CI + v2(io + l)c2 + ... + vm(io + l)cm = b2 - y(io + 1), 

vI(io +m-l)ct +v2(io+m-l)c2 + ... +vm(io +m-l)cm = bm -Y(io+m-l). 
(12) 

Since the determinant ~io ( VI , ... , vm ) of this system is non-zero, this sys-
tem has a unique solution CI, C2, ... , Cm, which fully determines the unique 
solution to the non-homogeneous equation (7). 

In the case of a boundary-value problem, when the m auxiliary conditions 
for y( i) are given at non-sequential points, we again obtain a system of linear 
algebraic equations in CI, C2, ... , Cm. But in this case, the solution of this 
system will exist only with additional assumptions about the coefficients of 
the difference equation. 
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Let us now consider the question of solving the equations (12). Since by 
(11) the matrix of the system (12) is AT, then, choosing A as the identity 
matrix, we obtain the solution to the system (12) explicitly: CI = hi - y(io + 
I-I), 1= 1,2, ... , m. It is obvious that, from among all solutions to the non­
homogeneous equation (7), it is possible to select the one for which y( io) = 
y(io + 1) = ... = y(io +m -1) = 0. Then we will have q = hi, 1 = 1,2, ... , m. 
Such a choice for the matrix A corresponds to the following initial values for 
vl(i), ... , vm(i): 

vI(io + I-I) = 1, vI(io + k - 1) = 0, k = 1,2, ... , m, k =I- I, 1= 1,2, ... , m. 

We will now find particular solutions to the non-homogeneous equation, 
given m linearly independent solutions to the homogeneous equation. Let us 
consider finding a particular solution with variable coefficients in the general 
solution of the homogeneous equation. 

Previously it was shown that the general solution of the homogeneous 
equation (1) has the form 

where VI (i), . .. ,vm(i) are linearly independent solutions to equation (1), and 
Cl, C2, ••• ,Cm are arbitrary constants. We will now let Cl, C2, .•• ,Cm be func­
tions of i and consider the problem of choosing them so that the function 

(13) 

is a particular solution to the non-homogeneous equation (7). Notice that each 
function CI( i) is determined only up to a constant, since VI( i) is a solution of 
the homogeneous equation: 

am(i)vI(i + m) + ... + ao(i)vl(i) = 0, 1 = 1,2, ... ,m. (14) 

We introduce the following notation: 

m 

dk(i) = 2)c,(i + k) - q(i)]vI(i + k), k = 0,1, ... ,m. 
1=1 

Substituting (13) in (7), making the above substitution in the resulting 
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expression, and taking into account (14), we obtain 

m m m 

f(i) = Lak(i)y(i + k) = Lak(i) Lc,(i + k)vI(i + k) 
k=O k=O 1=1 

m m m 

= Lak(i)dk(i) + Lak(i) LCI(i)vI(i + k) 
k=O k=O 1=1 

m m 

= Lak(i)dk(i) = Lak(i)dk(i), 
k=O k=l 

since do( i) == 0. The resulting relation is satisfied for all i if we set 

dk(i) = 0, k = 1,2, ... , m - 1, dm(i) = f(i)/am(i). (15) 

Thus, the problem of constructing functions c1(i), c2(i), ... , cm(i) leads 
to the conditions (15), which must be satisfied identically for all i. 

Let us transform the system of equations (15). We designate bl ( i) = 
c,(i + 1) - cI(i), 1 = 1,2, ... , m. From the definition of dk(i), we obtain for 
k = 1,2, ... ,m: 

m 

dk(i) - dk-1(i + 1) = L[c,(i + k) - cI(i)]vI(i + k) 
1=1 

m 

- L[c,(i + k) - c,(i + l)lv1(i + k) 
1=1 

m 

= L Mi)vI(i + k). 
1=1 

Substituting (15) and taking into account the equation do( i) = 0, we obtain 
a system of linear algebraic equations in bl(i) for fixed i: 

b1(i)V1(i + 1) + b2(i)V2(i + 1) + ... + bm(i)vm(i + 1) = 0, 

b1(i)V1(i + 2) + b2(i)V2(i + 2) + ... + bm(i)vm(i + 2) = 0, 

(16) 
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The determinant of the system (16) is equal to ~i+I( VI, V2"", vm ) and it is 
non-zero because of the linear independence of VI, V2, ' , , , vm ' Therefore the 
system (16) has the unique solution 

b ( ') (' I) (') (I)m+' f(i) 'D,(i) I 1 " =c,,+ -C,t = - am(i) 'D(i) , = "",m, 

'D,(i) = 
vl(i+l) .. , v,-I(i+I) 
vl(i+2) .. , v,-1(i+2) 

v'+1(i+l) .. , vm (i+l) 
v'+t(i+2) .. , vm (i+2) 

(17) 

i,e" 'D,(i) is obtained from the determinant 'D(i) by deleting the zth column 
and the last row, 

The equalities (17) are first-order difference equations in the functions 
c,( i), 1 = 1,2"", m, Since q( i) is only determined up to a constant, from 
(17) we find an explicit representation for c,(i): 

( ') = ~(_I)m+' f(j) 'D,(j) 1 1 2 c, 'L.J ( ') 'D( ') , =" ' , , , m, 
i=io am J J 

Substituting this expression in (13) and changing the order of the sum­
mation in the resulting expression, we obtain the following formula for the 
particular solution y( i) of the non-homogeneous equation (7): 

m 

y( i) = L c,( i)v,( i) 
'=1 

i-I 

= L G(i,j)f(j), 
i=io 

where 

(18) 
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Notice that the sum in (18) is easy to compute 

Vl(j + 1) V2(j + 1) vm(j + 1) 
m Vl(j + 2) V2(j + 2) vm(j + 2) 
2) -1)mHVk(j)vk(i) = ............................................ . 
k=l Vl(j + m -1) V2(j + m - 1) ... vm(j + m - 1) 

vl(i) v2(i) vm(i) 

This sum is equal to zero for j = i -1, i - 2, ... , i - m + 1. Thus the particular 
solution to equation (7) has the following form 

Vl(j + m -1) vm(j + m - 1) 
i-m 
~ ~~) ~~) f(j) 

jj(i) = j~ ~--:--v"='l(~jL-+-l-)---Vl-(J-' +~m....l.)--:--~·a""::"m~(~j)' (19) 

where io is arbitrary, and jj(i) = 0 for i = io, io + 1, ... , io + m - 1. 

For first-order equations (m = 1), the formula (19) takes the following 
form: 

Y-(;) = 2:i
-

1 vl(i) . f(j) (.) 0 • ( )' jj Zo = . 
. _. VI j + 1) al(j 

J-'O 

(20) 

1.2.4 Examples. We now consider several examples illustrating the application 
of the general theory. Suppose we must find the general solution of the first­
order equation 

(21) 

We first find the solution of the homogeneous equation 

y(i + 1) - e2i y(i) = O. (22) 

From (22) we sequentially obtain 

Setting y(l) = 1, we find the particular solution VI (i) of the homogeneous 
equation (22) in the form Vl~) = ei(i-l). Consequently, the general solution 
of the homogeneous equation has the form y( i) = cei(i-l), where c is an 
arbitrary constant. 



1.2 The general theory of linear difference equations 27 

We now construct a particular solution of the non-homogeneous equation 
(21) using (20). From (20) we obtain 

i-I i(i-l) 6k2 k2+k i-I 
-(.) = '"' _e _. e = 6 i(i-l) '"' k2 Y Z L.t k(k+l) 1 e L.t. 

k=io e k=io 

Since io can be chosen arbitrarily, setting io = 1 we get y(i) = i(i - 1)(2i -
1)e i (i-l). Further, by theorem 3 the general solution to (21) can be written 
in the form 

y( i) = y( i) + y( i) = [c + i( i - 1)(2i - 1 ))e i (i-l) 

where c is an arbitrary constant. The problem is solved. 

Let us now find the general solution of the second-order equation 

a2(i)y(i + 2) + al(i)y(i + 1) + ao(i)y(i) = f(i), (23) 

where i = 0,1,2, ... , 

a2(i)=i2 -i+1, 

ao(i) = a2(i + 1) = i2 + i + 1, 

al(i) = -ao(i) - a2(i) = -2(i2 + 1), 
(24) 

f(i) = 2i(i2 - 3i + 1) = 2i[2a2(i) - ao(i)). 

Since the coefficients a2(i) and ao(i) are non-null, we can apply the general 
theory to find the general solution to (23). 

First we construct linearly independent solutions to the homogeneous 
equation. Using (24), it can be written in the following form: 

or 
a2(i)[y(i + 2) - y(i + 1))- a2(i + 1)[y(i + 1) - y(i)] = 0. (25) 

The particular solutions vl(i) and v2(i) to the homogeneous equation (25) 
are determined by the following conditions: Vl(O) = vl(1) = 1, V2(0) = 0, 
v2(1) = 3. Since the determinant satisfies 

by lemma 3 the functions VI (i) and V2( i) are linearly independent solutions 
to equation (25). 
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We now find vl(i) and v2(i) explicitly. From (25) it immediately follows 
that vl(i) == 1. Let us construct v2(i). From (25) we sequentially obtain 

y(i + 2) - y(i + 1) = a2(i t) 1) [y(i + 1) - y(i)] 
a2 z 

= a2(i+I)[ (.)- (.-1)] 
( . 1) Y z Y z a2 z-

a2(i + 1) 
= ... = a2(O) [y(I) - yeO)]. 

Taking into account the initial values for v2(i), we obtain 

(26) 

Summing the left- and right-hand sides of (26) for i between 0 and k - 1, we 
get 

k-l 

v2(k) = V2(O) + 3 LW - i + 1) = k(k2 - 3k + 5). 
;=0 

Thus, the particular solutions of the homogeneous equation (25) are 

vl(k) == 1, (27) 

and the general solution (25) has the form 

We now construct a particular solution to the non-homogeneous equation 
(23). Substituting (24) and (27) into the formula (19), we obtain 

(28) 

Here (26) was used. 
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We now calculate the resulting expression. Denoting 

we write (28) in the following form: 

2k 
u(k) = a2(k)' 

i-2 

y(i) = ~ 2:)u(k + 1) - u(k))v(k). 
k=O 

29 

We will use now the formula for summation by parts (cf. (8) from Section 1) 
for a uniform grid with step h = 1. This gives 

i-I 

y(i) = -~ L u(k)[v(k) - v(k -1)) 
k=O 

+ ~[u(i - l)v(i - 1) - u(O)v( -1)). 

Using (26), the condition V2(0) = 0, and the definitions of the functions v(k) 
and u(k), we get 

and hence 

v(k) - v(k - 1) = v2(k) - v2(k + 1) = -3a2(k), 
v(i - 1) = v2(i) - v2(i) = 0, 

v( -1) = v2(i) - V2(0) = v2(i), 

i-I 

y(i) = L2k - ~v2(i) = 2i - 1 - ~i(i2 - 3i + 5). 
k=O 

Consequently, the particular solution of (23) is found. By theorem 3, the 
general solution of the second-order non-homogeneous equation (23) has the 
form 

y(i) = y(i) + y(i) 

2i 1 1 .(.2 3· 5) .( ·2 3· 5) = - -"3z z - z + + Cl + C2Z Z - Z + 
= Cl + 2i + c2i(i2 - 3i + 5), 

where Cl = Cl -1, C2 = C2 - t are arbitrary constants. The problem is solved. 
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1.3 The solution of linear equations with constant coefficients 

1.3.1 The characteristic equation. The simple-roots case. We now consider 
an important class of difference equations - linear equations with constant 
coefficients. For this class of equations, it is quite simple to find linearly­
independent solutions to the corresponding homogeneous equations. This, 
as was shown above, leads to the problem of solving a non-homogeneous 
difference equation. 

We wish to find linearly independent solutions of the mth order homo­
geneous linear equation with constant coefficients 

amy(i + m) + am-ly(i + m - 1) + ... + aoy(i) = O. (1) 

We will search for particular solutions of (1) in the form v(i) = qi, where the 
number q remains to be chosen. Substituting v( i) instead of y( i) in (1), we 
obtain 

Since we are searching for a non-zero solution to (1), we divide by qi, and 
obtain the following equation for q: 

(2) 

Equation (2) is called the character~tic equation for (1). The roots q1! q2, .. . , 
qm of equation (2) can be simple or multiple. We will consider each case 
separately. 

Suppose the roots are simple. We will show that the functions 

vl(i) = qf, (3) 

are linearly independent solutions to equation (1). 

Actually, by lemma 3, it is sufficient to show that for some i the deter­
minant ~i( Vl, V2, ••• , vm ) is non-zero. Setting i = 0 we find 

1 q? 
m-l 1 1 1 

ql ... ql 

1 q~ m-l ql q2 qm 
~o(V1!"" vm) = q2 q2 = q? q~ q~ ....................... 

1 q~ m-l ........................ 
qm qm m-l m-l m-l 

ql q2 qm 

and consequently ~o( Vl,"" vm ) is the Vandermonde determinant. It is non­
zero because all qk are distinct. Thus, the functions (3) are in fact linearly 
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independent solutions to (1), and therefore the general solution of the homo­
geneous equation (1) can be written in the form 

(4) 

where Cl, C2, ••• ,Cm are arbitrary constants. 

If the roots ql, q2, ... ,qm are real, then a real-valued solution y( i) cor­
responds to a choice of the constants Cl, C2, ••• ,Cm as real numbers. We now 
consider how to obtain a real-valued solution when there are complex roots. 

Let 
qn = p(cos cp + i* sincp), (i* =V-1) 

be a complex root of the characteristic equation (2). Then 

q. = p( cos cp - i* sin cp ) 

the conjugate of qn, is also a root of equation (2). Consider the part of the 
general solution (4) formed by a linear combination of q~ and q!: 

The function y( i) will be real-valued if the constants Cn and c. are com­
plex conjugates. Setting 

Cn = 0.5(cn - i*c.), CB = 0.5(cn + i*cB ), 

where cn and c8 are arbitrary real numbers, we obtain y( i) = pi("cn cos ic.p + 
c. sin ic.p). 

1.3.2 The multiple-root case. Suppose now that the characteristic equation 
(2) has a root ql of multiplicity nl, a root q2 of multiplicity n2, etc., i.e., 
ql, q2,· .. , q8 are roots of multiplicity nl, n2, .. . , n8 respectively, and nl + 
n2 + ... + n. = m. We will construct linearly independent solutions of the 
homogeneous equation (1). For this we require 

Lemma 4. If q, is a root of the characteristic equation (2) having multiplicity 

n" then 
m 

~akkPqt = 0, p = 0,1, ... ,n, - 1. (5) 
k=O 
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Proof. Actually, since q, is a root of equation (2) of multiplicity n" we have 

(6) 

m 

Lk(k-1) ... (k-s+1)akq;=O, s=1,2, ... ,n,-1, (7) 
k=O 

which was obtained from (2) by differentiating s times and then multiplying 
the result by qi. We shall show that (5) is equivalent to (6), (7). Obviously, 
it is only necessary to prove the equivalence of (7) and (5) for p ~ 1. 

Since Ps(k) = k(k - 1) ... (k - s + 1) is a polynomial of degree s in k, 
multiplying (5) by the corresponding coefficient of the polynomial Ps(k) for 
p = 1,2, ... , s and summing the results gives us equation (7). 

We will now show that (5) follows from p = 1,2, ... , n, - 1. We use the 
expansion for kP : 

P 

kP= Lk(k-1) ... (k-s+1)as, 1 ~ P ~ k, (8) 
s=1 

where as = as(p) will be defined below. We multiply the sth equation in (7) 
by as and sum for s betweeen 1 and p. Using (8) we obtain 

It remains to justify the expansion (8). Notice that both sides of (8) are 
pth degree polynomials in k. If we set a p = 1, then the coefficients of highest 
degree will be equal, and the coefficients of lower degree are zero. We find 
a1, a2, ... , ap -1 by equating the values of the polynomials at p - 1 points, 
for example, setting k = 1,2, ... ,p - 1. For k = 1 this gives a1 = 1. For 
k = n, 2 ~ n ~ p - 1 we have 

p n 

nP = L n( n - 1) ... (n - s + 1 )as = L n( n - 1) ... (n - s + 1 )as 

s=1 s=1 
n-1 

_, ,~as 
- n.an + n. L..J (n _ s)! . 

s=1 
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Hence it is possible to find On if 01,02, ... ,On-l are already determined. 
Thus, we obtain the following recurrence relation for the coefficients On: 

n-l 
nP L Os 

On=-, - ( )" n=2,3, ... ,p-l, n. n-s. 
s=1 

The lemma is proved. 0 

Using lemma 4, we now find m particular solutions to the homogeneous 
equation (1). Since 

n 

(j + k)n = L~kPjn-p, 
p=o 

, 
p n. 

c = , 
n p!(n _ p)! 

multiplying (5) by c~jn-Pq{ and summing for p between zero and n ~ n,- 1, 
we find that for any j, 

m 

Lak(j + ktq~+j = 0, n = 0,1, ... , n, - 1. 
k=O 

Using this, it is easy to show that the grid functions 

o ~ n ~ n,-I, 1 = 1,2, . .. ,s, (9) 

are particular solutions of the homogeneous equations (1), i.e., if q, is a root 
of the characteristic equation of multiplicity n" then the functions 

i . i on,-1 iiI 2 q" )q" ... ,) q" =, , ... ,s 

are solutions to (1). 

It remains to prove that the functions Vl(j), ... , vm(j) defined in (9) 
are linearly independent solutions. For this, we compute the determinant 
.D.o( VI, ... , vm ), which in this case has the form 

1 ql q? 
o ql 2q? 
o ql 22q~ 

.D.O( VI,···, Vm ) = i .q~ .... ~~ .......... ~~ ............. ~~':'i······ 
o q2 2qi kq~ (m - l)q;,-1 
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It can be obtained directly from the Vandermonde determinant 

m-l 
•.. xl 

m-l 
••• X 2 

W(Xl,X2, ... ,Xm)= ..................... . 
1 2 m-l 

Xm-l X m - l ••• xm - l 

1 Xm x~ ... x:::- l 

m-l m 

= II II (Xi - Xi) 
i=l i=i+l 

in the following way. We take the first derivative of W along X2, and multiply 
it by X2. We denote the result by W2 = X2 aaw . We further compute 

%2 

8 ( 8W2) Wa = Xa- Xa-- , 
8xa 8xa 

etc., until we obtain Wn • Then we compute 

and continue the process of differentiation, computing 

until we obtain Wn1+n2 , etc. In the end we obtain Wm = Wm(Xl,X2,"" x m). 
We now set 

It is easy to verify that D.O(Vl,V2,""Vm) = Wm, and simple calculations 
give 

8 nlc-1 8-1 8 

Wm =II II m!qk' II II (qi - qit,nj • 

k=l m=l i=l i=i+l 

Hence it follows that D.o( VI, •.. , vm) is non-zero, since qi f:. qi for j f:. i, and 
therefore the functions VlU), V2U)"", vmU) constructed above are linearly 
independent solutions to the homogeneous equation (1). Here the general 
solution of (1) is written in the form 

8 n/-l 

y(i) = 2: 2: c(l)J·nqi 
n I' 

1=1 n=O 

where c~) are arbitrary constants. 
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1.3.3 Examples. We now consider the simplest examples of finding the general 
solution to homogeneous difference equations with constant coefficients. 

[1] To find the general solution of the equation 

y(i + 2) - y(i + 1) - 2y(i) = O. (10) 

We form the characteristic equation q2 - q - 2 = 0 and find its roots 
ql = 2, q2 = -1. Since the roots are simple, the general solution of (10) has 
the form 

[2] To find the general solution of the fourth-order equation 

y(j + 4) - 2y(j + 3) + 3y(j + 2) + 2y(j + 1) - 4y(j) = O. (11) 

The characteristic equation q4 - 2q3 + 3q2 + 2q - 4 = 0 has two real roots 
ql = 1, q2 = -1 and two complex-conjugate roots 

2 ( 71" .. 71") d 2 ( 71" .. 71") q3 = cos '3 + z sm '3 an q4 = cos '3 - z sm '3 ' i=v'=l. 

Consequently, the general real-valued solution of equation (11) has the form 

[3] To find the general solution of the fourth-order equation 

y(j + 4) - 7y(j + 3) + 18y(j + 2) - 20y(j + 1) + 8y(j) = O. (12) 

The characteristic equation 

has a root ql = 2 of multiplicity 3 and a root q2 = 1 of multiplicity 1. 
Consequently, the general solution of (12) has the form 

and particular linearly independent solutions of (12) are the grid functions 
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[4] To find the general solution of the fourth-order equation 

y(j + 4) + 8y(j + 2) + 16y(j) = O. (13) 

The characteristic equation q4 + 8q2 + 16 = (q2 + 4)2 = 0 has the complex 
root 

( 7r .. 7r) 
ql = 2 cos "2 + z sm "2 

of multiplicity 2 and its conjugate root 

2 ( 7r .. 7r) 
q2 = cos "2 - z sm "2 

also with multiplicity 2. Therefore the general real-valued solution of (13) has 
the form 

We now consider two more examples. In one example we will find the 
solution of a Cauchy problem for a non-homogeneous equation; in the other, 
of a boundary-value problem for a fourth-order homogeneous equation. 

[5] To find the solution of the following problem 

y(i+l)-ay(i)=f(i), i2::0, y(O)=Yo, (14) 

where a = constant. The characteristic equation q - a = 0 has the single root 
ql = a. Therefore the general solution of the homogeneous equations has the 
form y( i) = cai , c = constant. A particular solution of the non-homogeneous 
equation (14) is found using the method of variation of parameters. Formula 
(20) of Section 2 gives the following particular solution to (14): 

i-I i-I 

jj(i) = I>i-k-l f(k) = I>k f(i - k - 1). 
k=O k=O 

By theorem 3, the general solution of the non-homogeneous equation (14) 
has the form 

i-I 

y(i)=cai + I:akf(i-k-l). 
k=O 

Setting i = 0, we obtain Yo = yeO) = c (the sum here vanishes). Thus, the 
solution of (14) is given by the formula 

i-I 

y(i) = yoai + I:akf(i - k -1), i 2:: o. 
k=O 
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[6] We now find the solution of the fourth-order equation 

y(j+2)-y(j+l)+2y(j)-y(j-l)+y(j+2) = 0, 2 ~ j ~ N -2, (15) 

satisfying the following boundary conditions: 

2y(2) - y(l) + yeO) = 2, 

y(3) - y(2) + y(l) - yeO) = 0, 

yeN - 3) - yeN - 2) + yeN -1) - yeN) = 0, 
2y(N - 2) - yeN -1) + yeN) = O. 

The characteristic equation 

q4 _ q3 + 2q2 _ q + 1 = (q2 _ q + 1)( q2 + 1) = 0, 

corresponding to (15) has the simple complex roots 

7r .. 7r 
ql = cos "3 + Z sm "3' 

7r .. 7r 
q2 = cos "3 - ZSln"3' 

7r .. 7r 
q3 =COs-+zsln-

2 2' 

i=yCi 

7r .. 7r 
q4 = cos "2 - Z sm "2' 

(16) 

consequently, the general real-valued solution of the homogeneous equation 
(15) has the form 

( .) 1. . 1 . 1. . 1 . 
Y J = Cl cos 37rJ + C2 sm 37rJ + C3 cos 27rJ + C4 sm 2 7rJ . (17) 

We now isolate from the general solution of (17) the solution which 
satisfies the boundary conditions (16). For this we substitute (17) in (16) 
and obtain the following system for the constants cll C2, C3, and C4: 

27r . 27r 
cos -aCI + sm-ac2 - C3 - C4 = 2, 

Cl + O· C2 + O· C3 + O· C4 = 0, 

N7r . N7r 
cos TCI + sm TC2 + 0 . C3 + 0 . C4 = 0, 

(N - 2)7r (N - 2)7r 
cos C +sin C 3 1 3 2 

( 7rN . 7rN) (7rN . 7rN) - cos ""2 + sm""2 C3 + cos ""2 - sm""2 C4 = o. 
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The determinant of this system is equal to -2 sin ~1f cos ~1f and is non-zero 
if N is even and not divisible by 3. 

In this case, using the fact that N is even, we obtain Cl = C2 = 0, 
Ca = C4 = -1. Thus, if N is not a multiple of 3, then the solution of the 
boundary-value problem (15), (16) exists and is given by the formula 

. . 
( .) 7rJ. 7rJ Y Z = -cos 2 -sm 2 , o ~j ~ N. 

IT N is odd or a multiple of 3, then the solution of the boundary-value 
problem (15), (16) either does not exist or is not unique. This example il­
lustrates the difference between boundary-value problems whose solutions do 
not always exist, and Cauchy problems possessing unique solutions. 

1.4 Second-order equations with constant coefficients 

1.4.1 The general solution of a homogeneous equation. The current section 
deals with various second-order equations with constant coefficients 

First of all, we will find the general solution of the corresponding homoge­
neous equation 

a2y(j + 2) + al y(j + 1) + aoy(j) = O. (2) 

The characteristic equation a2q2 + alq + ao = 0 has the roots 

According to the general theory of difference equati<?ns with con~tant 
coefficients found in Section 3, the functions Vl(j) = qi, V2(j) = q~ are 
linearly independent solutions of equation (2) if a~ f 4aOa2, and Vl(j) = qi, 
V2(j) = jq[ if a~ = 4aOa2. In the latter case, it will be convenient for us to 
use another set of linearly independent solutions 

(3) 

which take the following values for j = 0 and j = 1: 

(4) 



1.4 Second-order equations with constant coefficients 39 

Clearly, it is only necessary to show that the functions (3) are solutions 
of the homogeneous equations if a~ = 4aOa2. The linear independence of the 
functions (3) constructed above follows from the condition ~O(VbV2) '# 0, 
where 

If in (3) we take ~he limit as .q2 tends to ql, then we obtain the functions 
Vl(j) = -(j -1)qf, V2(j) = jqf-l, which in fact are solutions to the homoge­
neous equation (2). Notice that the functions Vl(j) and V2(j) from (3) take 
real values even in the case when the roots ql and q2 are complex. This allows 
us to avoid considering the complex-root case separately. Thus, the general 
solutions of the homogeneous equations (2) can be written in the form 

(5) 

where Cl and C2 are arbitrary constants. Notice that, by (4), we have yeO) = 
Cl, y(l) = C2. 

We now consider an example. It is necessary to find the general solutions 
of the homogeneous equation 

y(j + 2) - 2xy(j + 1) + y(j) = 0, 

where x is a real-valued parameter. In this case we have 

1 
q2= -, 

ql 

(6) 

(7) 

Substituting (7) in (5), we obtain the general solution to (6) for any x in the 
form 

y(j) = 
( r;;--:t)i-l ( . J:21\ -(i-I) X + V x2 - 1 - x + V x2 - 1) 

2vx2 -1 yeO) 

(8) 

(x+v'7=1)i - (x+v'7=1)-i ( ) 
+ r;;--:t y 1 . 

2vx2 -1 

In particular, if Ixl ~ 1, (8) can be written in the form 

y(j) = 
sin(j - 1) arccos x (0) sin j arccos x ( ) 

. y + . Y 1 . 
SIn arccos x SIn arccos x 

(9) 

(In order to obtain (9), the identity x = cos( arccos x) was used.) 
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This final result can be used to compute the integral in the problem 
posed in Section 1.1.4 

Ik(<p)= rcoskW-cosk<PdW, k=O,I, .... 
10 cos w - cos <P 

It was shown that this problem leads to the solution of a Cauchy problem for 
the equation 

(10) 

This equation is a particular case of (6) with x = cos<p. Since Ixl ~ 1, the 
general solution of (10) is given by (9), i.e., 

I - sin(k - 1)<p [, sink<p I 
k - -. 0 +. 1· sm<p sm<p 

Substituting the initial values for Ik, we obtain the solution of the problem 

I () sin k<p 
k <p = 7r-.-. 

sm<p 

As a second example, we consider the solution of the boundary-value 
problem 

y(j + 1) - y(j) + y(j - 1) = 0, 1 ~ j ~ N - 1, 
yeO) = 1, YeN) = o. (11) 

The equation in problem (11) is also a particular case of (6), corresponding 
to x = 1/2. The formula (9) gives the following general solution to equation 
(11): 

( .) ( . (j - 1)7r . j7r) / . 7r 
Y J = C1 sm 3 + C2 sm""3 sm 3". 

The constants C1 and C2 are found from the boundary conditions for y(j). If 
N is not a multiple of 3, then C1 = -1, C2 = sin t7r(N -1)/ sin t7rN and the 
solution of (11) has the form 

If N is amultiple of 3, then the solution of the boundary-value problem (11) 
does not exist. 
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1.4.2 The Chebyshev polynomials. We now return to equation (6). First of 
all we consider the following Cauchy problem: 

y(n+2)-2xy(n+l)+y(n)=O, n~O, 

y(O) = 1, y(l) = x. 

Notice that from (12) it follows that 

y(2) = 2xy(l) - y(O) = 2X2 - 1, 

y(3) = 2xy(2) - y(O) = 4x3 - 3x, 

(12) 

and in general y(n) is polynomial of degree n in x. We denote this polynomial 
by Tn(x). Substituting Tn(x) for y(n) in (12), we obtain a recurrence relation 
satisfied by these polynomials 

Tn+2(x) = 2xTn+l(x) - Tn(x), n ~ 0 

To(x) = 1, T1(x) = X, -00 < x < 00. (13) 

On the other hand, the general solution to (12) is given by (8) for any 
x. Substituting in (8) the initial values for y(n), we have 

(x + vx2 -It + (x + ..rxz=I)-n 
Tn(x) = 2 (14) 

In particular, if Ix I ::; 1, setting x = cos( arccos x) gives us 

Tn(x) = cos(narccosx), Ixl ~ 1. 

Thus, the solution of (12) has been found. The solution is the polynomial 
Tn(x), which is defined for any x by (14) or by any formula 

{ 
cos(narccosx), Ixl ~ 1, 

Tn(x) = ~ [(x + v'x2=1t + (x + vx2 -lrn ] , Ixl ~ 1. (15) 

The polynomial Tn(x) is called the Chebyshev polynomial of the first kind of 
degree n. 

We now consider another Cauchy problem for equation (6) 

y(n+2)-2xy(n+l)+y(n)=O, n~O, 

y(O) = 1, y(l) = 2x. 
(16) 
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It is obvious that here also yen) is a polynomial of degree n in x. Here we 
denote it by Un(x). The polynomial is an explicit form for Un(x). Substituting 
the initial values for yen) in (8), we have for any x: 

In particular, if Ixl :::; 1, then 

Un(x) = sin(~ + 1) arccos x . 
smarccosx 

The polynomial Un(x) is called the Chebyshev polynomial of the second kind 
of degree n and is defined by the formulas 

sine n + 1) arccos x 
sin arccos x 

Ixl:::; 1, 

1 [( r;;--;)n+l ( . G1\ -(n+l)] 
2Vx2=1 x + V x2 - 1 - x + V x2 - 1) , 

Ixl ~ 1. 

(18) 

From (16) we obtain the following recurrence relation for the polynomials 
Un(x): 

Un+2(x) = 2xUn+l(x) - Un(x), n ~ 0, 

Uo(x) = 1, UI(x) = 2x. 
(19) 

The formula (17) allows us to replace (8) by the following representation for 
the general solution of (6): 

We now obtain still another representation for the general solution of 
(6). We shall show that the functions vI(n) = Tn(x) and v2(n) = Un-leX) 
are linearly independent solutions of the homogeneous equation (6). In fact, 
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it is only necessary to show their linear independence. Since the determinant 

is non-zero, the assertion is true. Consequently, the general solution of (6) 
can be represented in the form 

(20) 

where Cl and C2 are arbitrary constants, and the functions Tn(x) and Un(x) 
are defined by (14) and (17) for any x. 

In conclusion, we introduce several easily verified relations which show 
the connection between the Chebyshev polynomials Tn(x) and Un(x) and 
also some properties of these polynomials. The formulas are as follows: 

Tn(x) = T_n(x), U-n(x) = -Un- 2(x), n ~ 0, (21) 

Tin(X) = Ti(Tn(x)), Uin-l(X) = Ui-l(Tn(x))Un-l(x), (22) 

T2n(x) = 2(Tn(X))2 - 1, (23) 

Tn-l(x) - xTn(x) = (1- X2)Un_l(X), (24) 

Un-leX) - xUn(x) = -Tn+l(x), (25) 

Un+i(X) + Un-i(X) = 2Ti(X)Un(x). (26) 

By changing correspondingly the indices i and n, we obtain from (26) 

Un+i-l(X) + Un-i-l(X) = 2Ti(X)Un-l(X), 

Un+i(X) + Un-i-2(X) = 2Ti+l(x)Un- l (x). 

Setting i = n in (26)-(28), we have 

2Tn(x)Un(x) = U2n(X) + 1, 

2Tn(x)Un-l(X) = U2n- 1(X), 

2Tn+l(x)Un- l (x) = U2n(x)-1. 

(27) 

(28) 

(29) 

(30) 

(31) 

Here we used equations (21) and Uo(x) = 1, U_l(x) = O. IT we set n = 0 in 
(26), we obtain 

(32) 
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1.4.3 The general solution of a non-homogeneous equation. We will now con­
struct the general solution of the non-homogeneous equation (1). 

(33) 

By theorem 3, the general solution to equation (33) is the sum y( n) = 
yen) + yen), where yen) is the general solution of the homogeneous equation 
(2), and yen) is a particular solution of the non-homogeneous equation (33). 

It was shown above that the functions 

(34) 

are linearly independent solutions of equation (2), and that the solution y( n) 
is defined by the formula (5): 

In order to find a particular solution yen) to equation (33), we will use 
the method of variation of parameters, outlined in Section 1.2.3. Formula 
(1.2.19) gives the solution yen) in the following form: 

vI(k + 1) 
n-2 ( ) 
~ VI n 

yen) = L..J ! V (k + 1) 
k=no I 

v2(k + 1) 

After some simple calculations we get 

and 

V2(k+1)! 
V2(n) f(k) 

VI(k+2)!' ~ 
v2(k + 2) 

n -::/= nO,nO + 1 

y(no) = y(no + 1) = O. 

Consequently, the general solution of the non-homogeneous equation (33) has 
the form 

(35) 

where Cl and C2 are arbitrary constants. 



1.4 Second-order equations with constant coefficients 45 

If we are solving a Cauchy problem, i.e., seeking the solution of (33) 
satisfying the conditions 

y(no) = Yo, y(no + 1) = Yll (36) 

then from (35) and (36) we obtain the following representation for the solution 
to this problem 

(37) 

We will now find the solution to the first boundary-value problem for a 
second-order difference equation with constant coefficients. It will be conve­
nient to write the problem in the following form: 

a2y(n + 1) + aly(n) + aoy(n -1) = - fen), 1 ~ n ~ N - 1, 

yeO) = ILl, yeN) = 1L2· 
(38) 

This formulation is obtained from (33) by shifting the index nj therefore, 
using (35), we obtain the following formula for the general solution of (38): 

We will determine the constants Cl and C2 from the condition that the 
solution (39) take on the values yeO) = ILl and yeN) = 1L2. Omitting the 
simple computations, we obtain the following formula for the solution of the 
boundary-value problem (38). 

() (qlq2)n(qf-n - qf-n) + q2 - qi 
y n = N N ILl N N 1L2 

q2 - ql q2 - ql 

+ n-l (qlq2)n-k(qf-n - qf-n)(q~ - qt) f(k) 
~ (q2 - ql)(qf - qi") . ~ (40) 

N-l (N-k N-k)( n n) f(k) + L q2 - ql q2 - ql . __ 
k=n (q2 - qt)(qf - qi") a2 . 

Notice that the solution of the boundary-value problem (38) fails to exist 
only in the case when qi" = qf and ql t q2· 
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We will now consider a particular case which uses the formula (40). 
Suppose we are required to solve the first boundary-value problem for the 
equation 

y(n + 1) - 2xy(n) + y(n - 1) = - f(n), 

1 ~ n ~ N - 1, y(O) = J.t}, y(N) = J.t2. 
(41) 

Earlier we found the roots ql and q2 of the characteristic equation corre­
sponding to (41) 

Substituting these values in (40) and taking into account formula (17) for the 
polynomial Un(x), we obtain the solution of problem (41) in the following 
form 

y(n) = U;~:~(~)) [J.tl + ~ Uk- 1 (X)f(k)] 

+ g;~:~:~ [J.t2 + f UN-k-l(X)f(k)]. 

(42) 

The solution exists and is given by the formula (42) if the following condition 
is satisfied: 

h 
x "# cos N' k = 1,2, ... , N -1. 

We now return to equation (38). If aOa2 > 0, then the solution (40) of 
this problem can be written in a more compact form. To this end, we write 
the roots 

of the characteristic equation corresponding to (38) in the following form: 

where 

(44) 
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We then substitute (43) into (40) and use (17). We obtain the solution of 
(38) for the case aOa2 > 0 in the form 

( ) _ UN-n-l(X) n [ ~ Uk-leX) . f(k)] 
y n - U (x) P J1.l + L...J pk-l a 

N-l k=l 0 

Un-leX) 1 [ ~ N-k-l ( )f(k)] + U (). N-n J1.2 + L...J P Un-k-l X -- , 
N-l X P k=n ao 

where p and x are defined in (44). The solution of (38) for the case aOa2 > 0 
exists if 

k1r 
al + 2Jaoa2cos N i- 0, k = 1,2, ... ,N-1. 

We now look at a first-order boundary-value problem for the three-point 
vector equation with constant coefficients 

Yn- l - CYn + Yn+l = -Fn, 1 ~ n ~ N - 1 

Yo=Fo, YN=FN, 
(45) 

where Yn and Fn are vectors, and C is a square matrix. It is easy to verify 
that the general solution of the non-homogeneous equation (45) has the form 

where Cl and C2 are arbitrary vectors, and Un(X) is a matrix polynomial in 
the matrix X, defined by the recurrence relation (19). 

If the matrix C is such that UN-l(!C) is nonsingular, then the solution 
of the boundary-value problem (45) is defined by a formula analogous to (42) 

Yn = UN~l (~C) UN-n-l (~C) [FO + ~ Uk-l (~C) Fk] 

+UN:, GC) U.-1 GC) [FN + ~ UN-.-1 GC) F.]. 
(46) 

Below it will be shown that a Dirichlet difference problem for Poisson's equa­
tion in a rectangle leads to problem (45). 

In conclusion we remark that the existence condition for the solution of 
(45) can be formulated as follow: the solution exists and is defined by (46) if 
the numbers cos( k1r / N), k = 1, 2, ... , N - 1 are not eigenvalues of the matrix 
C. 
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1.5 Eigenvalue difference problems 

1.5.1 A boundary-value problem of the first kind. In Chapter 4 we will look 
at the method of separation of variables, which is used to find the solutions of 
boundary-value grid problems for elliptic equations in a rectangle. In connec­
tion with this, it becomes necessary to represent the desired grid functions as 
an expansion in the eigenfunctions of the corresponding difference problem. 
In this section we will consider eigenvalue difference problems for the simplest 
second-order difference operator, defined on a uniform grid. 

We now formulate the boundary-value problem of the first kind. Suppose 
that the uniform grid w = {Xi = ih, i = 0,1, ... , N, hN = I} with step h 
has been introduced onto the interval [o,~. We must find those values of the 
parameter>. (the eigenvalues) for which there exist non-trivial solutions Jl(Xi) 
(eigenfunctions) to the following difference problem: 

Yzz + >.y = 0, X E w, y(o) = y(l) = 0, (1) 

where 
y(i + 1) - 2y(i) + y(i -1) 

Yzz,i = h2 ' y(i) = Y(Xi). 

We now find the solution to (1). For this we write (1) in the form of a 
boundary-value problem for a second-order difference equation 

y(i + 1) - 2 (1 - h; >.) y(i) + y(i - 1) = 0, 1 ~ i ~ N - 1, 

y(o) = y(N) = 0. 

(2) 

In Section 1.4.1 it was shown that the general solution of (2) has the form (see 
(1.4.20» y(i) = c1Ti(Z)+C2Ui-l(Z), where Cl and C2 are arbitrary constants, 
and where Z here denotes 

(3) 

The constants Cl and C2 are determined from the boundary conditions 

(4) 

Both here and later we use the formulas (1.4.15) and (1.4.18), which define the 
Chebyshev polynomials of the first and second kinds, and also the formulas 
(1.4.21 )-(1.4.32). 

Since we are seeking a non-trivial solution to (1), C2 'f:. 0, and from (4) 
we have the condition UN-l(Z) = 0, which determines the solution in the 
form Yi = C2Ui-l(Z). 
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Since the numbers Zk = cos ";, k = 1,2, ... , N - 1 are the roots of the 
polynomial UN-l(Z), from (3) we find the eigenvalues of (1) as 

4 . 2 k7r 4. 2 k1rh ( ) 
Ak= h2sm 2N = h2sm 21' k=1,2, ... ,N-l. 5 

Each eigenvalue Ak corresponds to a non-null solution of (1) 

( .) U () . k7ri . k7rx; 
Yk Z = C2 ;-1 Zk = Ck sm IV" = Ck sm -1-' 

(6) 

We define the scalar product of grid functions defined on the grid w in the 
following form 

N-l 

(u,v) = L u(i)v(i)h + O.5h[u(O)v(O) + u(N)v(N)). 
;=1 

We now choose the constants Ck in (6) so that the functions Yk(i) will 
have norm one, i.e., (Yk,Yk) = l. 

A simple computation gives Ck = /2fi. Substituting this value for Ck in 
(6), we obtain the eigenfunctions J-tk(i) for (1) 

( .) ~. hi ~. k7rx; J-tk Z = -sm- = -SIn--
I N I I' (7) 

i =O,I, ... ,N, k = 1,2, ... ,lV - 1. 

Thus, the problem (1) is solved and the solution is given by (5) and (7). 

We now enumerate the basic properties of the eigenfunctions and eigen­
values of the boundary-value problem of the first kind (1). 

[1) The eigenfunctions are orthonormal: 

[2) For any grid function f(i) defined at the interior points of the grid w, 
i.e., for 1 ~ i ~ N - 1, we have the expansion 

2 N-l k . 
f( .) "" . 7l"Z 

Z = N ~ 'PksmIV"' 
k=l 

i = 1,2, ... , N - 1, (8) 
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where 
N-l k . 
'" f(.). 1I"Z i.f!k = L...J Z S1O N , 
;=1 

k = 1,2, ... ,N-1. (9) 

Let us clarify this assertion. Let f( i) be an arbitrary grid function defined 
on w (or defined on w and reducing to zero for i = ° and i = N). Find 
its eigenfunction expansion 

N-l N-l f2 k· 
f(i) = L fk/-Lk(i) = LV iik sin ;z, 

k=1 k=1 

(10) 

where fk is the Fourier coefficient of the function f(i). Computing the 
scalar product of (10) with /-Lm{i) and using the orthonormality of the 
eigenfunctions, we obtain the Fourier coefficient 

The connection of this formula with (8)-(9) is easy to establish if it is 
noted that fm = (.J2i/N)i.f!m. 
The expansion (8), (9) is convenient in that, for both the Fourier trans­

form and the inverse Fourier transform of a function f( i), it is only necessary 
to compute a single type of summation. An algorithm for efficiently comput­
ing such a summation will be considered in Chapter 4. 

[3] The eigenvalues satisfy the inequalities 

84. 2 11" 4 2 11" 
- < - S10 - = ).1 < ).k < ).N-l = - cos - 1 < k < N - 1. 
[2 - h2 2N - - h2 2N' - -

1.5.2 A boundary-value problem of the second kind. We now consider a 
boundary-value problem 

Yxz + ).y = 0, x E w 

2 hYz + >..y = 0, x = 0, 
2 -hYx + >"Y = 0, x = 1. (11) 

We now find the solution of (11). Writing out the difference derivatives 
at the points in (11), we obtain the problem 

y(i + 1) - 2zy(i) + y(i - 1) = 0, 1 ~ i ~ N - 1, 

y(1) - zy(o) = 0, y(N - 1) - zy(N) = 0, (12) 
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where Z = 1 - >..h2 /2. From the general solution to equation (12) y( i) = 
clTi(Z) + C2Ui-l(Z), we determine the solution satisfying the boundary con­
ditions. Using (1.4.24), we get 

y(l) - zy(O) = C1Z + C - 2 - C1Z = C2 = 0, C2 = 0, 

and also 

Since Cl -:f:. 0, we obtain 

k7r 
Zk = cos N' k = O,l, ... ,N, 

and consequently, the eigenvalues of (12) are 

4 . 2 h 4. 2 k7rh 
>"k= h2sm 2N = h2sm 21' k=O,l, ... ,N. (13) 

Here, each >"k corresponds to a non-null solution of (11) 

We choose the constants Ck from the condition (Yk, Yk) = 1, where the scalar 
product is defined above. Direct calculations show that 

Ck = V21i, k = 1,2, ... ,N -1, Ck = /lii, k = O,N. 

Thus, the normalized eigenfunctions for (11) are 

. ~ hi ~ k7rXi I-'k(Z) = -cos- = -cos--
I N I I' 

. r; hi r; k7rXi I-'k(Z) = - cos- = - cos--
I N I I' 

1 ~ k ~ N -1, 
(14) 

k=O,N, 

defined on the grid w. Notice that the eigenfunction corresponding to the 
zero eigenvalue >"0 = ° is the constant I-'o(i) = .f1ii. 

We now formulate the properties of the eigenfunctions and eigenvalues 
of the boundary-value problem of the second kind (11). 
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[1] The eigenfunctions are orthonormal: (l-'k,l-'m) = 8km . 
[2] For any grid function f(i) defined on w, we have the expansion 

. 2 ~ k'tri 
f(t) = N L...JPkC{)kcosli' 

k=O 

i = 0,1, ... ,N, (15) 

where 

N k . 
C{)k = LPd(i)cos~, k = 0,1, ... ,N, 

. N .=0 
(16) 

. _ { 1, 1 ~ i ~ N - 1, 
P. - . N 0.5, t = 0, . 

(17) 

The formulas (15) and (16) are modifications of the traditional expansion 
of f( i) in the eigenfunctions I-'k( i) 

N 

f(i) = Lfkl-'k(i), fk = (j,l-'k) 
k=O 

where the following substitutions have been made: 

[3] The eigenvalues satisfy the inequalities 

1.5.3 A mixed boundary-value problem. We now consider an eigenvalue prob­
lem where on one side of the interval [0, ~ a first-kind boundary condition is 
given, and on the other - a second-kind condition; for example: 

Yxz + >..y = 0, x E w, 
2 

yeO) = 0, -hYx + >..y = 0, x = 1. 

We will call such a problem a mixed boundary-value problem. 

(18) 

Let us find the solution of problem (18). The corresponding problem for 
a second-order difference equation has the form 

y(i + 1) - 2zy(i) + y(i -1) = 0, 1 ~ i ~ N - 1, 
yeO) = 0, yeN - 1) - zy(N) = 0, 
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where Z = O.5Ah2. From the general solution to this equation 

we extract the solution satisfying the given boundary conditions. Using 
(1.4.25), we obtain 

yeO) = C1 = 0, 

yeN -1) - zy(N) = C2(UN-2(Z) - ZUN-1(Z)) = -C2TN(Z) = o. 

Since C2 i= 0, we obtain TN(Zk) = 0, where 

(2k - 1)7r 
Zk=COS 2N ' k=I,2, ... ,N 

and consequently, the eigenvalues for problem (18) are 

\ _~ . 2 (2k-l)7r _~ .2 (2k-l)7rh 
/lk - h2 sm 4N - h2 sm 41 ' k = 1,2, ... ,N. (19) 

The normalized eigenfunctions for problem (18) corresponding to the eigen­
values Ak are 

(.) /¥. (2k -1)7ri 
J1.k Z = - SIn 

1 2N 

_ 13.. (2k - 1 )7rXi 
- V I sm 21 ' 

(20) 

k = 1,2, ... ,N. 

We now formulate the properties of the eigenfunctions and eigenvalues 
of the mixed boundary-value problem (18). 

[1] The eigenfunctions are orthonormal: (J1.k, J1.m) = {)km. 

[2] For any grid function f(i) defined on w+ = {Xi = ih, 1 SiS N} (or on 
w, and reducing to zero for i = 0), we have the expansion 

f( .)-~~ . (2k-l)7ri 
Z - N L.....J <P k sm 2N ' 

k=1 
i = 1,2, ... ,N, (21) 

where 

~ f(.). (2k - 1)7ri 
<P k = L.....J Pi Z sm 2N ' 

i=1 

k = 1,2, ... ,N, (22) 

and where Pi is defined in (17). 
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[3] The eigenvalues satisfy the inequalities 

8 4'2'11" 4 2 '11" ---=-- < - sm 4N = Al < Ak < AN = - cos - 1 ~ k ~ N. 
(2 + J2)/2 - h2 - - h2 4N' 

Iffor equation (18) the first-kind boundary condition is given at the right 
end of the interval [0, ij, i.e., 

yzz + Ay = 0, x E w 
2 hYz + Ay = 0, x = OJ y(l) = 0, (23) 

then the eigenvalues are defined by the formula (19), and the normalized 
eigenfunctions are 

( .)_ ~. (2k-l)(N-i)'II" _ ~. (2k-l)'II"(l-Xi) 
Ilk l - V 1 sm 2N - V 1 sm 21 ' 

k = 1,2, ... ,N. 

We have the following proposition. For any grid function f( i) defined on 
W- = {Xi = ih, i = O,I, ... ,N -1,hN = I} (or on wand reducing to zero 
for i = N), we have the expansion 

feN .) - J:... ~ . (2k - 1 )'II"i 
- z - N L...J'Pksm 2N ' 

k=l 

i = 1,2, ... ,N, (24) 

where 

~ f(N") . (2k -1)'II"i 
'Pk = L...JPN-i - z sm 2N ' 

i=l 

k = 1,2, ... ,N, (25) 

and where Pi is defined in (17). 

Notice that the eigenfunctions constructed for (23) are also orthonormal: 

1.5.4 A periodic boundary-value problem. Suppose that, on the grid n = 
{Xi = ih, i = 0, ±1, ±2, ... } introduced on the line -00 < X < 00, we 
are seeking a non-trivial periodic solution with period N to the following 
eigenvalue problem: 

Yzz + Ay = 0, x E n, 
y(i + N) = y(i), i = 0,±1,±2, ... , h = lIN. 

(26) 
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Since the solution is periodic, it is sufficient to find it for i = 0,1, ... ,N - 1. 
Writing out (26) at the points i = 0,1, ... , N - 1 and remembering that 
y( -1) = yeN - 1), yeO) = yeN), we obtain the following problem: 

y(i + 1) - 2zy(i) + y(i - 1) = 0, 0::; i ::; N - 1, 

yeO) = yeN), y( -1) = yeN - 1), 

where Z = 0.5Ah2. 

We shall now solve (27). Let us substitute the general solution 

(27) 

into the boundary conditions. Taking into account the properties of the 
Chebyshev polynomials, we obtain the following system for determining the 
constants Cl and C2: 

cl(l- TN(Z)) - C2UN-l(Z) = 0, 

cl(TN-l(Z) - z) + c2(1 + UN-2(Z)) = 0. (28) 

This system has a non-null solution if and only if its determinant is zero. We 
calculate it using (1.4.25), (1.4.29), and (1.4.31). We obtain 

(1 - TN(z))(l + UN- 2(Z)) + (TN-1(Z) - Z)UN-l(Z) 

= 1 + UN-2(Z) - ZUN-l(Z) - TN(Z) + TN-l(Z)UN-l(Z) - TN(Z)UN-2(Z) 
= 2[1 - TN(Z)] = 0. 

From this it follows that, for Z = Zk, where 

2k1r 
Zk=COS N , k=0,1, ... ,N-1, (29) 

the system (28) has a non-null solution. Thus, the eigenvalues of (26) are 

4 . 2 k1r 4. 2 k1rh 
Ak= h2sm N = h2sm -Z-, k=O,l, ... ,N-l. (30) 

We now obtain the solution of (28). Since 

TN-l(Zk) = Zk, 0::; k ::; N -1, 

U ()_{N-1, k=0,N/2, 
N-2 Zk - -1, k '" 0,N/2, 

{ 
N, k = 0, 

UN-l(Zk) = -N, k = N/2, 
0, k '" 0,N/2, 
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we obtain, substituting (29) in (28), the following solution to (28): 

[a] for k = 0 and k = N/2 we have C2 = 0, Cl = c~k) '" OJ 

[b] for k '" 0, k '" N/2, 0 < k :5 N - 1, the constants Cl = c~k), C2 = c~k) 
are arbitrary, but not simultaneously zero. From this we obtain that the 
functions 

. (k) 2k1ri 
Yk(Z) = C1 cos N' k = 0,N/2, 

( .) (k) 2k1ri (k) 2k1ri 
Yk Z = C1 cosN +C2 N' 1 :5 k :5 N - 1, k '" 0, ~ 

(31) 

are solutions of (27) corresponding to the eigenvalue .Ak. Notice that, in 
the case k '" 0, N /2, the formulas (31) in fact determine two linearly 
independent functions 

(k) 2k1ri 
c1 cosN d (k). 2k7ri 

an C2 SInN' 

each of which is a solution to (27) corresponding to the eigenvalue .Ak. 

We now construct the normalized eigenfunctions for (26). We remark 
that, for periodic grid functions, the scalar product introduced above can be 
written in the following form: 

N-l 

(u,v)w = L u(i)v(i)h + 0.5h[u(0)v(0) + u(N)v(N)] 
;=1 

N-l 

= L u( i)v( i)h. 
;=0 

We consider two cases. First suppose that N is even. From (31) we obtain 
that the eigenfunctions corresponding to .Ao and .AN/2 are 

(32) 

We further remark that it follows from (30) that 

4 . 2 (N - k)7r 4. 2 k7r 
.AN-k = h2 sm N = h2 sm N = .Ak, 

N 
k = 1,2, ... ,~ - 1. 
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Choosing as eigenfunctions 

corresponding to the eigenvalue >'k, and 

( ") ~"2k7ri I-'N-k z = - sm --, 
1 N 

N 
l<k<--1 - - 2 

N 
l<k<--1 

- - 2 ' 

57 

corresponding to the eigenvalue >'N-k = >'k, in place of (32) we obtain a 
full system of eigenfunctions for the problem (26)" Thus, the eigenvalues are 
>'k, defined in (30), and the eigenfunctions of problem (26) are given by the 
formulas 

N 
k=O'"2' 

f2 2k7ri N 
I-'k(I) = V 1 cos N' 1 ~ k ~ "2 -1, 

( ") _ ~. 2(N - k)7ri N + 1 < k < N-l 
I-'k z - V 1 sm N '2 --

(33) 

for the case of N even. 

We list here the basic properties of the eigenfunctions and eigenvalues 
of the periodic boundary-value problem (26). 

[1] The eigenfunctions are orthonormal" 

[2] Any periodic grid function J(i) with period N, defined on the grid il, 
can be represented in the form 

" 2 N/2 2k7ri 2 N-l . 2(N - k)7ri 
J(z) = N LPkc,ok cos N + N L c,ok sm N ' (34) 

k=O k=N/2+1 

where 

N-l 2k " N 
c,ok=LPd(i)cos ;z, O~k~"2' 

;=0 

N-l " N (35) 
c,ok = L J(i) sin 2(N ~ k)7rz, "2 + 1 ~ k ~ N -1, 

;=0 

{ I, k i= 0,N/2, 
Pk = (36) 1/.../2, k = 0, N/2. 
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The formulas (34)-(36) follow from the expansion of the function J( i) 
in the eigenfunctions /-Lk(i): 

N-l 
J(i) = L Jk/-Lk(i), !k = (J,/-Lk) 

k=O 

with the substitution Jk = (v'2i/ N) 'Pk. 

[3] The eigenvalues satisfy the inequalities 

We now consider the case where N is odd. In this case, the eigenvalues 
of (26) are defined by the formulas (30), where AO = 0, and AN-k = Ak, 
k = 1,2, ... ,(N -1)/2. 

The eigenfunctions corresponding to the eigenvalues Ak are defined by 
the following formulas: 

/-Lo(i) = If, k = 0, 

. f2 2bri 
/-Lk(Z) = V I cos N' 1<k<N-1, 

- - 2 
(37) 

( .)_ ~. 2(N-k)7ri 
/-Lk Z - VI sm N ' N+1 <k<N-l. 

2 - -

The eigenfunctions (37) are orthonormal, and the eigenvalues Ak satisfy 
the inequalities 

4 2 7r 
O=AO<Ak<AN;-' = h2 cOS 2N' O<k<N-l. 

In addition, any periodic grid function J(i) with period N (N odd), defined 
on the grid n, can be represented in the form 

. 2 (N-l)/2 2bri 2 N-l . 2(N - k)7ri 
J(z) = N L Pk'Pkcos N + N L 'Pk sm N ' 

k=O k=(N+l)/2 
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where 
N-l 2k . N 1 

'PI; = L pl;f(i) cos ;Z, 0 ~ k ~ T' 
;=0 

~f(') . 2(N - k)7ri N + 1 < k < N-1 
'PI; = L...J z sm N ' 2 - - , 

;=0 

and where PI; is as defined above. 
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Chapter 2 

The Elimination Method 

In this chapter, we study several variants of a direct method for solving grid 
equations - the elimination method. The application of the method to the 
solution of both scalar and vector equations is considered. 

In Section 1, the elimination method for scalar three-point equations is 
constructed and studied. Section 2 is devoted to several variants of the elim­
ination method; flow, cyclic and non-monotonic elimination are considered 
here. In Section 3 we look at monotonic and non-monotonic elimination for 
five-point scalar equations. In Section 4, we construct block-elimination al­
gorithms for two- and three-point vector equations, as well as the orthogonal 
elimination method for two-point equations. 

2.1 The elimination method for three-point equations 

2.1.1 The algorithm. In Chapter 1, methods were set forth for solving dif­
ference equations with constant coefficients. The current chapter is devoted 
to the construction of direct methods which solve boundary-value problems 
for three- and five-point difference equations with variable coefficients, and 
also three-point vector equations. Here we will study several variants of the 
elimination method, which is the Gaussian elimination method applied to a 
special system of linear algebraic equations, and which takes into account the 
band structure of the matrix of the system. 

We will begin our study of the elimination method with the scalar­
equation case. Suppose we must solve the following system of three-point 
equations 

CoYo - bOYl = fo, 
-aiYi-l + CiYi - biYi+l = Ii, 

-aNYN-l + CNYN= fN, 

i= 0, 
1~ i ~ N -1, 
i=N, 

(1) 
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or, in vector form, 

AY=F, (2) 

where Y = (Yo,Yt. ... ,YN)T is the vector of unknowns, F = (fo,ft. ... .IN)T 
is the right-hand-side vector, and A is the square (N + 1) x (N + 1) matrix 

Co -bo 0 0 0 0 0 0 
-al Cl -b1 0 0 0 0 0 

0 -a2 C2 -b2 0 0 0 0 
A= 

0 0 0 0 -aN-2 CN-2 -bN-2 0 
0 0 0 0 0 -aN-l CN-l -bN- 1 
0 0 0 0 0 0 -aN CN 

with real or complex coefficients. 

Systems of the form (1) arise from a three-point approximation to a 
boundary-value problem for second-order ordinary differential equations with 
constant and variable coefficients, and also when realizing difference schemes 
for equations with partial derivatives. In the latter case, we are usually re­
quired to solve, not a single problem (1), but a series of problems with dif­
ferent right-hand sides, where the number of problems in the series can be 
in the tens or hundreds and the number of unknowns in each problem is 
N :::::: 100. Thus it is necessary to find efficient methods for solving problems 
of the form (1), where the number of operations is proportional to the number 
of unknowns. For the system (1), such a method is the elimination method. 

The possibility of constructing an efficient method is restricted by the 
characteristics of the system (1). The matrix A corresponding to (1) belongs 
to the class of sparse matrices - of (N + 1)2 elements, no more than 3N + 1 are 
non-zero. Besides, it has a band structure (it is a tridiagonal matrix). Such a 
regular distribution of non-zero elements makes it possible to construct very 
simple computational formulas for solving the equation. 

We now move on to construct the algorithm for solving the system 
(1). We first recall the sequence of operations for the Gaussian elimination 
method. At the first stage, the first equation is used to eliminate Yo from all 
the other equations; then, the second equation is used to eliminate Yl from 
equations i = 2,3, ... , N of the transformed system; and so forth. As a result, 
we obtain one equation in YN. Here the forward path of the algorithm termi­
nates. On the reverse path, we find Yi for i = N - 1, N - 2, ... ,0 from the 
transformed right-hand side and the already computed Yi+l, Yi+2, ... , YN. 

Following the idea of Gauss' method, we carry out the elimination of 
the unknowns in (1). We introduce the notation al = bo/co, /31 = fo/co, and 
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write (1) in the following form 

Yo - 01 Yl = /31, 

-aiYi-l + CiYi - biYiH = J;, 
-aNYN-l + CNYN= iN, 

Take the first two equations of the system (1') 

i= 0, 
1::; i ::; N - 1, 
i=N. 
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(1') 

Multiply the first equation by al and add it to the second equation. We get 
(Cl - alQl)Yl - b1Y2 = it + al/3l or, after dividing by Cl - alol 

/32 = it + al b1 • 

Cl-Olal 

All the remaining equations of the system (1') do not contain Yo, therefore 
this stage of the elimination process is completed. As a result we obtain a 
new "reduced" system 

Yl-02Y2=/32, 
-aiYi-l + CiYi - bi Yi+ 1 = f;, 

-aNYN-l + CNYN= iN, 

i= 1, 
2:::; i:::; N -1, 
i=N, 

(3) 

which does not contain the unknown Yo and which has a structure analogous 
to (1'). When this system has been solved, the unknown Yo is found from the 
formula Yo = 01 Yl + /31, We can apply the above described elimination pro­
cedure to the system (3). At the second stage, the unknown Yl is eliminated, 
at the third Y2, and so forth. At the end of the Ith stage we obtain a system 
for the unknowns Yl, Yl+l, ... ,YN 

Yl - 0IHYl+l = f3l+b 
-aiYi-1 + CiYi - biYi+1 = f;, 

-aNYN-1 + CNYN= iN, 

and formulas for finding Yi for i :::; 1 - 1 

i = I, 
1 + 1:::; i:::; N -1, 

i=N, 

Yi = 0i+lYiH + f3i+b i = 1-1,1- 2, ... ,0. 

The coefficients 0i and /3i, clearly, are found from the formulas 

bi f3 f; + aif3i . bo f3 io 
0i+l = j i+l = j Z = 1,2, ... j 01 = -, 1 = -. 

Ci - aiOi Ci - aioi Co Co 

Substituting 1 = N - 1 in (4), we obtain a system for YN and YN-l 

from which we find YN = f3NH,YN-1 = 0NYN + f3N. 

(4) 

(5) 



64 Chapter 2: The Elimination Method 

Combining these equations with (5) (1 = N - 1), we obtain the final 
formulas for finding the unknowns 

Yi = ai+lYi+1 + /3i+1, i = N -l,N - 2, ... ,0, 

YN = /3N+l> 

where ai and /3i are found from the recurrence formulas 

bi 
ai+l = , 

Ci - aiai 

/3 . - Ii + ai/3i 
.+1- , 

Ci - aiai 

i = 1,2, ... ,N -1, 

i = 1,2, ... ,N, 

bo 
al =-, 

Co 

(6) 

(8) 

Thus, the formulas (6)-(8) describe Gauss' method which, when applied to 
the system (1), is given a special name - the elimination method. The co­
efficients ai and /3i are called the elimination coefficients, formulas (7), (8) 
describe the forward elimination path, and (6) the backward path. Since the 
values Yi are found sequentially in reverse order, the formulas (6)-(8) are 
sometimes called the right-elimination formulas. 

An elementary count of the arithmetic operations in (6)-(8) shows that 
realizing the elimination method using these formulas requires 3N multipli­
cations, 2N + 1 divisions and 3N additions and subtractions. If there is no 
difference between arithmetic operations, the total number of operations re­
quired for the elimination method is Q = 8N + 1. Of this total, 3N - 2 
operations are used for computing ai, and 5N + 3 operations for computing 
/3i and Yi· 

Notice that the coefficients ai do not depend on the right-hand side of 
the system (1), but are determined solely by the coefficients ai, b;, C; of the 
difference equations. Therefore, if we must solve a series of problems (1) with 
different right-hand sides, but with the same matrix A, then the elimination 
coefficients ai are only computed for the first problem of the series. Thus, 
solving the first problem in the series costs Q = 8N + 1 operations, but 
solving each of the remaining problems only costs 5N + 3 operations. 

In conclusion we indicate the order of the computations for the formulas 
of the elimination method. Beginning with al and /31, we calculate and store 
ai and /3i using (7) and (8). Then the solutions Yi is found using (6). 
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2.1.2 Two-sided elimination. Above, right-elimination formulas for solving 
the system (1) were obtained. The formulas for left elimination are derived 
analogously: 

ai 
ei== , 

Ci - biei+! 

J; + bi"li+I 
"Ii== , 

Ci - biei+I 

Yi+l == eHlYi + "IHI, 

i == N - 1, N - 2, ... ,1, 

i == N - 1, N - 2, ... ,0, 

i == 0,1, ... , N - 1, Yo == "10· 

(9) 

(10) 

(11) 

Here the values of Yi are found sequentially in order of increasing i (the 
left-hand ordering). 

Sometimes it is convenient to combine left and right elimination, ob­
taining the socalled two-aided-elimination method. It is most appropriate to 
apply this method when it is only necessary to find one unknown, for exam­
ple Ym(O :s m :s N) or a group of sequential unknowns. We now obtain the 
formulas for the two-sided-elimination method. Suppose 1 :s m :s N and use 
formulas (7), (10) to find 01, 02,'" ,Om, 131,(32, ... ,13m and eN, eN-I,'" ,em, 
"IN, 'fIN-I,· .. ,"1m· We write out formulas (6), (11) for the reverse path of right 
and left elimination for i == m - 1. We get the system 

Ym-l == 0mYm + 13m, Ym == emYm-1 + "1m, 

from which we find Ym: 

Using Ym, we sequentially find Ym-l, Ym-1, . .. ,Yo from (6) for i == m -
l,m-2, ... ,0, and we compute Ym+!,Ym+2, ... ,YN from (11) for i == m,m+ 
1, ... ,N. 

Thus, the formulas for the two-sided elimination method have the form: 

b· bo I i == 1,2, ... ,m - 1, °Hl == , 01 == -, 
Ci - aioi Co 

f3Hl== 
J; + aif3i 

i == 1,2, ... ,m - 1, io , 131 == -, 
Ci - aioi Co 

(12) 
ai aN 

ei== 
Ci - biei+1 

, i == N - 1, N - 2, ... ,m, eN== -, 
CN 

J; + bi"li+1 i == N - 1, N - 2, ... ,m, iN 
"Ii== 

Cj - biei+1 
, "IN== -

CN 
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for computing the elimination coefficients and 

Yi= G:i+1Yi+l + f3i+1, i = m - 1, m - 2, ... ,0, 

Yi+l= ei+1Yi + "7i+1, 

"7m + emf3m 
Ym= 

1- emG:m 

for determining the solution. 

i = m, m + 1, ... , N - 1, 
(13) 

It is obvious that the number of operations needed to find the solution 
of problem (1) using two-sided-elimination is just the same as for either left 
or right elimination, i.e., Q ~ 8N. Notice that for the special case of constant 
coefficients ai = bi = 1, Ci = c, for i = 1,2, ... ,N -1 and bo = aN = 0, 
the number of operations can be reduced in the following way if N is an 
odd number. Suppose N = 2M - 1. Substitute m = M in the formulas 
(12), (13) for the two-sided-elimination method. Then eN-i+l = G:i, i = 

1,2, ... , M. Consequently, the elimination coefficient ei need not be found, 
and the formulas for the two-sided-elimination method will have the form 

1 
G:i+l= --, 

C - G:i 

"7i= (fi + "7i+l)G:N-i+1, 

Yi= G:i+l Yi+1 + f3i+1, 

Yi+l= G:N-iYi + "7i+b 

i=1,2, ... ,M-1, 

i = 1,2, ... , M - 1, 

i = N - 1, N - 2, ... ,M, 

i = M - 1, M - 2, ... ,0, 

i = M, M + 1, ... ,N - 1, 

where YM = ("7M + G:Mf3M )/(1 - G:~). 

2.1.3 Justification of the elimination method. Above we obtained formulas 
for the elimination method without any assumptions about the coefficients 
ofthe system (1). Here we consider what requirements these coefficients must 
satisfy, in order that the method can be applied and the solution obtained 
with sufficient accuracy. 

Let us clarify the situation. Since the computational formulas (6)-(8) of 
the elimination method contain division operations, it is necessary that the 
denominator Ci - ajG:i in (7), (8) be non-zero. We will say that the algorithm 
for the right-elimination method is correct if Ci - ajG:i f. ° for i = 1,2, ... ,N. 
Later the solution Yi is found from the recurrence formula (6). This for­
mula can induce accumulation of the rounding errors from the results of the 
arithmetic operations. In fact, suppose the elimination coefficients G:j and f3j 

are found exactly, and that the computation of YN results in an error EN, 
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i.e., YN = YN + fN· Since the solution Yi is found using the formulas (6) 
Yi = aiHYi+I + Pi+I, i = N - 1, N - 2, ... ,0, the error fi = Yi - Yi will obvi­
ously satisfy the homogeneous equation fi = ai+I fiH' i = N -1, N -1, ... ,0. 
From this it follows that, if all the ai are greater than one in modulus, then it 
is possible to produce a large increase in the error fO, and if N is sufficiently 
large, the computed solution Yi will be significantly different from the desired 
solution Yi. 

Being unable to present a more detailed discussion of the questions of 
computational stability and the mechanism whereby instability arises, we 
formulate the requirements usually presented for the elimination method. We 
will require that the elimination coefficients ai not exceed one in modulus. 
This is sufficient to guarantee that the error fi will not grow in the above­
considered model of the situation. If the condition lail ~ 1 is satisfied, then 
we shall say that the right-elimination algorithm is stable. 

We now clarify the correctness and stability conditions for the algorithm 
(6)-(8). The following lemma contains sufficient conditions for the correctness 
and stability of the right-elimination algorithm. 

Lemma 1. Suppose the coefficients of the system (1) are real and satisfy the 
conditions 

Ibol ~ 0, laNI ~ 0, leol > 0, leN I > 0, lail > 0, Ibil > 0, i = 1,2, ... ,N -1, 

leil ~ lail + Ibil, i = 1,2, ... , N - 1, (14) 

Icol ~ Ibol, leNI ~ laNI, (15) 

where at least one of the inequalities in (14) or (15) is strict, i.e., the matrix 
A is diagonally-dominant. Then for the algorithm (6)-(8) of the 'elimination 
method we have 

ci-aiaii-0, lail~l, i=I,2, ... ,N-l, 

guaranteeing the correctness and stability of the method. 

Proof. The proof of the lemma is carried out by induction. From the condi­
tions of the lemma and (7) it follows that 

(16) 

We will show that from the inequalities lai I ~ 1 (i ~ N -1) and the conditions 
of the lemma it follows that 

(17) 
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Then, using (16) we obtain that lai I ::; 1 for i = 1,2, ... ,N and Ci - aiai :I 0 
for i = 1,2, ... ,N -1. To complete the proof of the lemma, it remains to show 
that cN-aNaN :I o. Thus, we first establish (17). Suppose lail ::; 1, i ::; N-1. 
Then from (14) 

and consequently Ci - aiai :I o. Further, from (7) and (18) we obtain 

I I Ibil < ~ = 1 ai+l = , 
ICi - aiail - Ibil 

which is what we were required to prove. 

It remains to prove that CN - aNaN :I o. For this we use the assumption 
that at least one of the inequalities (14) or (15) is strict. There are several 
possible cases. If leN I > laNI, then from laNI ::; 1 it follows that cN-aNaN:I 
O. If the inequality (14) is strict for some io, 1 ::; io ::; N -1, then from (18) we 
obtain that leio - aioaio I > Ibio I, and consequently we have that laio+ll < 1. 
By induction it is easy to establish that lail < 1 for i ~ io + 1. Consequently, 
in this case we have that laNI < 1, and therefore cN-aNaN :I o. If Icol > Ibol, 
then lail < 1, starting with i = 1. Therefore we again obtain laNI < 1 and 
CN - aNaN :I o. The lemma is proved. 0 

Remark 1. The correctness and stability conditions for the algorithm (6)­
(8) formulated in lemma 1 are only sufficient conditions. These conditions 
can be weakened, allowing certain of the coefficients ai and bi to be zero. So, 
for example, if for some 1 ::; m ::; N - 1 it occurs that am = 0, then the 
system (1) splits into two systems: 

CmYm - bmYm+l = 1m, 
-aiYi-l + CiYi - biYi+l = Ii, 

-aNYN-l + CNYN= IN, 

for the unknowns Ym, Ym+ 1, ... , Y Nand 

CoYo - bOYl= 10, 
-aiYi-l + CiYi - biYi+1 = Ii, 

z=m, 
m + 1::; i ::; N - 1, 

i=N, 

i= 0, 
1::; i ::; m - 2, 

-am-lYm-2 + Cm-lYm-l = Im-l + bm-1Ym 

for the unknowns YO,Yl, ... ,Ym-l. The algorithm (6)-(8) can be applied to 
each of these systems if they fulfill the conditions of lemma 1. But in this 
case the formulas (6)-(8) can be used to find the solution of the whole split 
system (1), and the algorithm will be correct and stable. 
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Remark 2. The conditions of lemma 1 guarantee the correctness and stabil­
ity of the left- and two-sided elimination algorithms. The conditions can also 
be used for the case of a system (1) with complex coefficients ai, bi , and Ci. 

We now show that, if the conditions of lemma 1 are satisfied, then the 
system (1) has a unique solution for any right-hand side. In fact, taking 
into account relation (7), it is possible to show, using direct multiplication 
of matrices, that the matrix A of the system (1) can be represented as the 
product of two triangular matrices L and U. 

A=LU, 

where 

Co 0 0 0 0 0 0 0 
-a1 Ll1 0 0 0 0 0 0 

0 -a2 Ll2 0 0 0 0 0 
0 0 -aa Lla 0 0 0 0 

L= 
0 0 0 0 LlN-a 0 0 0 
0 0 0 0 -aN-2 LlN-2 0 0 
0 0 0 0 0 -aN-1 LlN-1 0 
0 0 0 0 0 0 -aN t::..N 

1 -a1 0 0 0 0 0 
0 1 -a2 0 0 0 0 
0 0 1 -aa 0 0 0 

U= 
0 0 0 0 1 -aN-1 0 
0 0 0 0 0 1 -aN 

0 0 0 0 0 0 1 

and t::..i = Ci - aiai, i = 1,2, ... , N. Since 

N 

det A = det L . det U = Co II t::.. i , 

i=l 

and by lemma 1, Co f. 0 and Ll i f. 0 for i = 1,2, ... ,N, then detA f. 
o. Therefore the system (1) has a unique solution when the conditions of 
lemma 1 are satisfied, and this solution can be found by the elimination 
method (6)-(8). 
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2.1.4 Sample applications of the elimination method. We now consider several 
examples applying the elimination method described above. 

Example 1. A boundary-value problem of the first kind. Suppose we are 
required to solve the following problem: 

(k(x)u'(x»' - q(x)u(x) = -!(x), 0 < x < I, 

u(O) = 1'1, u(l) = 1'2, k(x) ~ Cl > 0, q(x) ~ O. (19) 

On the interval 0 ~ x ~ I we construct an arbitrary non-uniform grid w = 
{Xi E [O,~, i = O,I, ... ,N, Xo = 0, xN = I} with steps hi = Xi - Xi-I, 
i = 1,2, ... , N and replace (19) by the following difference problem: 

(aYx)x,i - diYi= -'Pi, 1 ~ i ~ N - 1, 
Yo = 1'1, YN= 1'2, 

(20) 

where di = q(Xi), 'Pi = !(Xi), and for ai we use the simplest approximation to 
the coefficient k( x) : ai = k( Xi - 0.5hi). Writing out the difference derivative 
in (20) at a point 

where ni = 0.5(hi + hHd is the average step at the point Xi, we obtain the 
problem (20) written in the form of a system 

Here 

GoYo - BOYl= 10, 
-AiYi-l + GiYi - BiYHl = Ii, 

-ANYN-l + GNYN= IN, 

i= 0, 
1$ i ~ N -1, 
i=N. 

B · - aHl GAB d . N 
I - ,i = i + i + i, 1 ~ z ~ - l. 

nihi+! 

(1") 

(21) 

By construction, the coefficients ai and di of the difference scheme (20) 
satisfy the following conditions: ai ~ Cl > 0, di ~ O. Therefore from (21) it 
follows that for (1") the conditions of lemma 1 are satisfied, and this problem 
can be solved by the elimination method. 
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Example 2. A boundary-value problem of the third kind. We now consider 
the case of boundary conditions of the third kind: 

(k(x)u'(x))' - q(x)u(x) = - I(x), 0 < x < I, 
k(O)u'(O) = 1I:1U(0) - J.l1, 

-k(1)u'(1) = 1I:2u(1) - J.l2· 

(22) 

We will assume that the following conditions are satisfied: k(x) ~ C1 > 0, 
q(x) ~ 0, 11:1 ~ 0, 11:2 ~ 0, where if q(x) == 0, then II:~ + II:~ 1= 0. 

On the non-uniform grid introduced above, the problem (22) is approx­
imated by the following difference scheme: 

(aYz)z,i - diYi= -'Pi, 1::::; i ::::; N - 1, 

:la1Yz,O= (dO + :111:1)YO- ('Po + :1J.l1) , i=O, (23) 

- h~ aNYz,N= (dN + h~ 11:2) YN - ('PN + h~J.l2)' i = N, 

where the coefficients ai, di and 'Pi are chosen as indicated in Example 1. 
Writing out the second difference derivative (aYz)i at a point, and also the 
first derivatives 

YH1 - Yi 
Yz,i = h ' 

H1 

Yi - Yi-1 
Yz,i = hi ' 

we bring (23) into the form of (I") where 

2~ ~N 2 
Bo = h~ , AN = h'jy , Co = Bo + do + h1 11:1, 

222 
CN=AN+dN + hN1I:2' fo='Po+ h1J.lb fN='PN+ hNJ.l2' 

~ ~+1 d . 
Ai = h h ' Bi = -h h ,Ci = Ai + Bi + i, f; = 'Pi, 1 ::::; z ::::; N - 1. 

iii H1 

It is easy to check that, in this case also, the conditions of lemma 1 are 
satisfied. 

Example 3. Difference schemes for a thermal-flow equation. We now consider 
a boundary-value problem of the first kind for a thermal-flow equation: 

au a2u 
at = ax2 ' 

u(O, t)= J.l1(t), 

u(x, 0)= uo(x). 

0< x < I, t > 0, 

u(1, t) = J.l2( t), 
(24) 
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On the plane (x, t) we introduce the grid w = {(Xi, tn), xi = ih, i = 
O,I, ... ,N, h = liN, tn = nr, n = 0,1, ... } with step h in space and r in 
time. We approximate (24) by the difference scheme 

Yt,i = O"Y;:'~ + (1 - O")Y;x,i' 1:::; i :::; N -1, 

Y; = J-Ll(tn ), YN = J-L2(t n), Y? = UO(Xi), n = 0,1, ... , 
(25) 

where 0" is a real parameter, yi = Y(Xi' t n), 

1 
Yxx,i = h2 (Yi+! - 2Yi + Yi-l), 1 (n+l n) Yt,i = -:; Yi - Yi . (26) 

It is known (see, for example, [9]), that the scheme (25) has order of approx­
imation O(r + h2) for any 0", O(r2 + h2) for 0" = 0.5, and O(r2 + h4) for 
0" = 1/2 - h2 /(12r). The stability condition for the scheme (25) with respect 
to the initial data has the form 

0" ::::: 1/2 - h2 /(4r). (27) 

We turn now to the method for solving the equations (25) for Yi+ 1 • 

Assuming that yi is already known, we write (25) in the following form: 

where 
n 1 n (1 ) n 'Pi = O"rYi + -;; - 1 Yxx,i 

if 0" =1= o. Using (26), we bring this scheme to the form of (I"), where 

Bo = AN = 0, Co = CN = 1, 
1 1 

Ai = Bi = h2' Ci = Ai + Bi + -, O"r /;='Pi, l:::;i:::;N-l. 

We now find the conditions under which the constructed system (I") can 
be solved using the elimination method. From lemma 1 it follows that the 
condition 12/h2 + 1/( O"r)1 ::::: 2/h2 must be satisfied. Solving this inequality, we 
find a sufficient condition 0" ::::: _h2 I( 4r) for applying elimination. Comparing 
this inequality with (27), we obtain that, if the stability condition (27) is 
satisfied for the scheme (25), then the elimination method can be used to 
find the solution at the new level. 
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Example 4. The non-stationary Schroedinger equation. 

We now consider the non-stationary Schroedinger equation 

.au a2u 
Z at = ax2' ° < x < I, t > 0, 

u(O, t)= u(l, t) = 0, u(O,x) = uo(x), i = R. 

For this equation, as for the thermal-flow equation (24), it is possible to 
construct a two-level scheme with weights 

. _ n+l + (1 ) n ZYt,k - aYxx,k - a Yxx,k, 

Y; = YN = 0, y~ = UO(Xk), 

1:$ k :$ N - 1, 
(28) 

where the parameter a = ao + ial can take on complex values. The scheme 
(28) has approximation error 0(7+ h2) for any a, 0(72 + h2) for a = 0.5, 
and 0(72 + h4) for a = 1/2 - h2i/(127). The stability condition with respect 
to the initial data has the form 

a = Re a 2: 0.5. (29) 

The scheme (28) is usually transformed to the system (1"), and the conditions 
of lemma 1 assume the following form: 12/h2 + i/(a7)1 2: 2/h2. Solving this 
inequality, we obtain that the elimination method will be correct for finding 
the solution of the scheme (28) at the new level if the condition al = 1m a 2: 
- h 2 / ( 47) is satisfied. 

Thus, for this example, the applicability condition for the elimination 
method does not coincide with the stability condition for the same difference 
scheme with respect to the initial data. 

2.2 Variants of the elimination method 

2.2.1 The How variant of the elimination method. We will now look at a 
variant of the elimination method which is used to solve difference problems 
with widely varying coefficients. Examples of such problems are thermal-flow 
hydrodynamics and magnito-hydrodynamics problems, where the coefficient 
of thermal-flow or conductivity depends on the thermodynamic parameters of 
the medium. In the case of thermal problems, it is possible to have adiabatic 
cells, where the thermal-flow is infinitely large. In magnetic problems this 
corresponds to ideally conductive or non-conductive cells. 
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Often in such problems it is necessary to find, in addition to the so­
lution, the heat flow (the thermal problem). Using the usual elimination 
formulas to solve the second-order difference equations produced by the dif­
ference schemes for these problems leads to a considerable loss of accuracy. 
The preceding investigation of numerical differentiation for flow problems 
leads to unsatisfactory results. Getting around this deficiency leads us to the 
so called flow variant of the elimination method. The formulas for this vari­
ant of elimination can be obtained by transforming the formulas for regular 
elimination. 

Thus, we consider a boundary-value difference problem 

where 

-aiYi-1 + CiYi - ai+IYiH = Ii, 1 ~ i ~ N - 1, 
Yo - KIYI= PI, YN - K2YN-I = P2, 

Ci = ai + aiH + di, 0< ai < 00, 

di > 0, i = 1,2, ... , N - 1, IKII ~ 1, IK21 ~ 1. 

(1) 

(2) 

(3) 

The formulas for right elimination (see (2.1.6)-(2.1.8)) for problem (1) 
have the form (taking into account (2)) 

Yi = ai+IYi+1 + iJi+l, i = N -l,N - 2, ... ,0, (4) 

_ ai+l 
0HI = ()' i = 1,2, . .. ,N -1, a1 = K1, (5) 

ai+l + di + ai 1 - O:i 
- - ai+1 -
{3i+1 = (Ii + ai{3i)--, i = 1,2, ... , N - 1, {31 = Pl. (6) 

ai+l 

We now introduce a new unknown grid function (the flow) with the formula 

Wi = -ai(Yi - Yi-l), i = 1,2, ... , N, 

and rewrite (1) in the form 

Wi+l - Wi + diYi= Ii, 
Yo - KIYI= PI, 

-K2WN + aN(l - K2)YN= aNp2, 

From (7) we find 

1~ i ~ N -1, 

i= 0, 

i=N. 

1 
Yi = Yi+l + --wi+b i = O,l, ... ,N -1, 

ai+l 

(7) 

(8) 
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and we substitute this expression in (4). As a result we find a relation con­
necting Yi+l with Wi+l: 

Introducing the notation 

ai = ai(l - Qi), Pi = ad]i, i = 1,2, ... ,N, 

we rewrite this relation in the form 

Wi +aiYi = Pi, i = 1,2, ... ,N. (9) 

Notice that (8), (9) form an algebraic system containing 2N +1 equations 
in the 2N + 1 variables Yo, YI , ... , Y N and WI, W2, ••• , W N. The structure of 
this system is such that it splits into two independent systems in the variables 
Yo, YI , ... , Y N and WI, W2, •.• , W N. Let us construct this system 

From (9) we express Yi as Yi = (Pi -Wi) / ai, i = 1, 2, ... , N and substitute 
it in (8) fori = 1,2, ... ,N. As a result we obtain the equations 

ai diPi - adi 
Wi = -+ d WiH + + d ' ai i ai i 

i = N - 1, N - 2 .... , 1, 

(10) 

which we can solve sequentially to find all the Wi. 

We will now obtain the equations for Yi. For this we use (9) to express Wi 

as Wi = -aiYi + Pi, i = 1,2, ... ,N and substitute in (8) for i = 1,2, ... ,N. 
As a result we obtain the equations 

aiH Ii - PiH + Pi 
Yi = -+ d Yi+1 + + d ,i = N - 1, N - 2, ... , 1, 

ai i ai i 

Yo = KIYI + JLI, (11) 

for sequentially computing Yi. 
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We shall now give the recurrence formulas for determining ai and f3i. 
Using (5) and (6) we find 

(1 - ) ai+dai(l - iti) + di] ai+l (ai + di) 
ai+l = ai+l - ai+l = = 

ai+l + di + ai(l - ai) ai+l + ai + di ' 
(12) 

i = 1,2, ... ,N - 1, al = al (1 - Kt), 

i = 1,2, ... ,N - 1, 

From the conditions (2), (3) and formula (12) it follows that ai ~ O. Since 
the coefficient ai/(ai + di ) in (10) is not greater than one, the algorithm for 
computing Wi is guaranteed to be stable. Further, since it follows from the 
conditions ai ~ 0 and di > 0 that ai+l < ai+l + ai + di, we have from (12) 
the inequality ai+l < ai + di. Therefore, the coefficient ai+t!(ai + di) in 
(11) is always less than one, and this guarantess that the computation of Yi 
is stable. Notice that the denominator in the expressions for WN and YN is 
always greater than zero. 

Thus, the algorithm for flow elimination is described by (10)-(13). No­
tice that the indicated recurrence relations for ai and f3i, and also the ex­
pressions for YN and WN are appropriate if ai+l < 1. If ai+l ~ 1, then it is 
recommended that the following formulas be used, which were obtained from 
(10)-(13) by dividing the numerator and denominator by ai+l: 

f3 Ii + f3i 
i+l= 1 + (ai + di)/ai+l ' 

(1 - K2)f3N - aNJ.L2 
WN= . 

1- K2 + K2aN/aN 

Let us now compute the number of arithmetic operations which are re­
quired to realize (10)-(13). With a reasonable organization of the computa­
tion, where expressions which occur in several expressions are computed only 
once, and where the general multiplier for several terms is extracted, the 
number of operations required for (10)-(13) is Q = 21N + 1. This is approx­
imately twice as many operations as were required by the usual elimination 
method to find Yi for problem (1), but in addition the flow Wi has been found 
from formula (7). 
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2.2.2 The cyclic elimination method. Let us now consider the following system 

-aiYi-l + CiYi - biYi+l = J;, i = 0, ±1, ±2, ... , (14) 

the coefficients and right-hand side of which are periodic with period N: 

Systems of the type (14), (15) arise, for eXanIple, from three-point dif­
ference schemes designed to find periodic solutions of second-order ordinary 
differential equations, and also when approximating the solutions of equations 
with partial derivatives in cylindrical and spherical coordinates. 

A solution of the system (14) satisfying the conditions (15) will, if it 
exists, also be periodic with period N, i.e., 

Yi = Yi+N· (16) 

Therefore it is sufficient to find the solution at, for example, i = 0,1, ... ,N-1. 
In this case, the problem (14)-(16) can be written as: 

-aoYN-l + CoYo - bOYl = fo, i = 0 

-aiYi-l + CiYi - CiYi+l = J;, 1 SiS N - 1, 
(17) 

YN = Yo· (18) 

We appended the condition (18) to the system (17) so that the equations for 
i = N - 1 would not include YN, it having been replaced by Yo. This allows 
us to retain a unique form for the equations (17) for i = 1,2, ... ,N - 1. 

If we introduce the vector of unknowns Y = (Yo, Yl, ... ,YN _1)T and the 
right-hand side F = (fo, II, ... ,fN-l )T, then (17), (18) can be written in 
the vector form A Y = F where 

Co -bo 0 0 0 0 -ao 
-al Cl -b1 0 0 0 0 

0 -a2 C2 -b2 0 0 0 
A= 

0 0 0 0 CN-3 -bN-3 0 
0 0 0 0 -aN-2 CN-2 -bN-2 

-bN- 1 0 0 0 0 -aN-l CN-l 

is the matrix of the system (17), (18). The presence of non-zero coefficients ao 
and bN-l in (17) does not allow us to solve this system using the elimination 
method described in Section 1. To find the solution of the system (17), (18) 
we construct a variant of the elimination method called the cyclic elimination 
method. 
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The solution of the problem (17), (18) will be found in the form of a 
linear combination of the grid functions Ui and Vi 

(19) 

where Ui is the solution of the non-homogeneous three-point boundary-value 
problem 

-aiUi-l + CiUi - biUi+I = Ii, 1 $ i $ N - 1, 

Uo = 0, UN = 0 
(20) 

with homogeneous boundary conditions, and Vi is the solution of the homo­
geneous three-point boundary-value problem 

-aiVi-l + CiVi - biVi+l = 0, 1 $ i $ N - 1, 

Vo = 1, VN = 1 

with non-homogeneous boundary conditions. 

(21) 

We now find under what conditions Yi from (19) is the desired solution. 
Multiplying (21) by Yo, adding it to (20), and taking into account (19), we 
find that the equations in (17) can be satisfied for i = 1,2, ... , N - 1. From 
the boundary conditions for Ui and Vi it follows that (18) will be satisfied. 
Thus, if Yi satisfied the remaining unused equation at i = 0 in (17), the 
problem would be solved. Substituting (19) in this equation, we obtain 

Thus, if we choose Yo from the formula 

(23) 

then (22) will be satisfied, and consequently the solution of the problem (17), 
(18) can be found from (19). 

We are left with solving (20) and (21). They are particular cases of the 
three-point systems of equations solved in Section 1 using the elimination 
method. For (20) and (21), the elimination formulas have the following form: 

Ui=ai+lUi+I+f3i+l, i=N-l,N-2, ... ,I, UN=O, 

Vi = ai+IVi+l + ai+b i = N -1,N - 2, ... ,1, VN = 1, 
(24) 

where the elimination coefficients ai, f3i and 'Yi are found from the following 
formulas 

(25) 
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R. _ Ji + aiPi 
1-'1+1 - , i = 1,2, ... , N, 

Ci - aiai 
PI = 0, 

ani 
'Yi+l = , i = 1,2, ... ,N, 'Yl = 1, 

Ci - aiai 
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(26) 

(27) 

Let us transform (23). From (24) we obtain UN-I = aNuN + PN = PN, 

VN-I = 'YN + aN· We substitute these expressions in (23) and take into 
account (15), (25)-(27): 

PN+I + aN+IUI 

1- 'YNH - aNH v l 

We have constructed an algorithm for solving problem (17), (18), called the 
method of cyclic elimination: 

Ui = ai+Iui+1 + Pi+I, Vi = aiHvi+l + 'YiH, i = N - 2, N - 3, ... ,1; 

PNH + aN+IUI 
Yo = , Yi = Ui + YOVi, i = 1,2, ... , N - 1. 

1 - 'YN+I - aN+I VI 

An elementary computation indicates that the algorithm requires 6(N -
1) multiplications, 5N - 3 additions and subtractions, and 3N + 1 divisions. 
If no distinction is made among arithmetic operations, the total number is 
Q = 14N - 8. 

We now investigate the applicability of the algorithm (28). We have 

Lemma 2. Suppose the coefficients of the system (14), (15) satisfy the con­
ditions 

lail > 0, Ibd > 0, ICil ~ lad + Ibil, i = 1,2, ... ,N, (29) 

and there exists 1 ::; io ::; N such that !ciol > laiol + Ibiol. Then 

Ci - a;a; I=- 0, la; I ::; 1, la; I + I'Y;I ::; 1, i = 2,3, ... , N, 

1 - 'YN+l - aN+l VI I=- O. 
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Proof. In fact, since ai, f3i and "Ii are elimination coefficients for the right­
elimination method applied to the problems (20) and (21), and by (29), the 
conditions of lemma 1 are satisfied, from lemma 1 it follows that 

Ci - aiai # 0, lad:::; 1, i = 2,3, ... ,N, 

lei - aia il2: ICil-laillail2: Ibil > O. (30) 

Further, on the basis of the conditions from lemma 2, lall + Ib1 1 :::; let I 
and, consequently la21 + 1"121 :::; 1. By induction, we obtain from this the 
inequalities 

lail + I "Ii I :::; 1, i = 2,3, ... ,N, (31) 

sInce 

I. 1+1' 1_lbil+laill"lil < lail+lbd-lad(I-I"Iil) 
a.H "1.+1 - ICi - aiad - ICil- ladlail 

< lad + Ibil-Iaillail < 1 
- ICil-laillail -

and thus we have (30). Notice that ICil > la;l+lbil for i = io and consequently 
laio + 11 + l"Iio+ll < 1. Since 1 :::; io :::; N, laNHI + I "IN+ 1 I < 1. 

It remains for us to show that 1 - "INH - aNH VI # O. On the basis of 
(28) and (31) we obtain 

and further, by induction, we prove that IVil :::; 1, 1 :::; i :::; N - 1, since by 
(31) 

In particular, IVll :::; 1. Hence, taking into account laN+ll + I"IN+ll < 1, we 
deduce that 

Lemma 2 is fully proved. 0 

In conclusion, notice that the elimination coefficient f3i, and consequently 
Ui and Yi, depend on the right-hand side Ii- The elimination coefficients ai 

and "Ii and also Vi do not depend on Ii, and in a series of problems with 
difference right-hand sides they would be computed and saved. This allows 
the second and all subsequent problems to be solved in Q = 9N -4 operations. 
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2.2.3 The elimination method for complicated systems. We continue to con­
struct variants of the elimination method in order to solve systems of differ­
ence equations with non-tridiagonal matrices. In Section 2.2.2, cyclic elimina­
tion was used to solve a system whose matrix only had two non-zero elements 
off the main diagonals. We shall now consider a more general case. 

Suppose we must solve the following system of equations: 

N-1 

CoYo - L djYj - tPOYN = io, i = 0, 
i=l 

-<PiYO - aiYi-1 + CiYi - biYi-1 - tPiYN = ii, 1 ~ i ~ N - 1, (32) 
N-1 

-<PNYO - L 9iYi +CNYN = iN, i = N. 
i=O 

A system of the form (32) arises when approximating second-order or­
dinary differential equations in the case where the associated boundary con­
ditions satisfy auxiliary conditions of integral type, as well as in a series of 
other cases. In particular, all of the systems of difference equations considered 
above can be written in such a form. For example, if in (32) we set 

d1 = bo, dN-1 = ao, di = 0, 

<Pi = tPi = 9i = 0, 

tPo = 0, <PN = CN = 1, 

2 ~ i ~ N - 2, 

1 ~ i ~ N -1, 

iN =0, 

then we obtain the problem (17), (18). 

If we introduce the vectors Y = (yO, Y!, ... , YN)T and F = (fo, ... , iN f, 
then (32) can be written in the vector form AY = F, where 

Co -d1 -d2 -d3 ... -dN - 3 dN-2 -dN-1 
r - - - - - - - - - - - - - - - - - - -1 
I C1 -b1 0 ... 0 0 0 I 

I -a2 C2 -b2 ··· 0 0 0 I 
I o -a3 C3 0 0 0 

A= 
-<PN-3 0 0 0 CN-3 -bN-3 0 -tPN-3 
-<PN-2 0 0 0 ... -aN-2 CN-2 -bN - 2 I -tPN-2 

-<PN-1 0 0 0 0 -aN-1 CN-1 : -bN - 1 -tPN-1 
L _________________ J 

-<PN -91 -92 -93 ... -9N-3 -9N-2 -9N-1 cN 

Clearly, the matrix A is obtained by bordering a tridiagonal matrix with 
columns and rows on all four sides. Notice that, by reordering the unknowns 
as Y* = (Y1, Y2,"" YN, Yo)T, the system (32) becomes A*Y* = F*, where 



82 Chapter 2: The Elimination Method 

the matrix A* is obtained by bordering the same tridiagonal matrix with two 
columns on the right and two rows at the bottom. We now go on to construct 
a method for solving the problem (32). The solution of (32) will be found as 
a linear combination of three grid functions ui, Vi, and Wi: 

Yi = Ui + yovi + YNwi, 0 ~ i ~ N, (33) 

where Ui, Vi, and Wi are solutions of the following three-point grid problems: 

-aiUi-1 + CiUi - biUi+l = ii, 
Uo = 0, UN = OJ 

-aiv i-1 + civi - biVi+l = <Pi, 

Vo = 1, VN = OJ 

-aiwi-1 + CiWi - bi Wi+1 = tPi, 

Wo = 0, WN = Ij 

1 ~ i ~ N -I,} 
1 ~ i ~ N -I,} 
1 ~ i ~ N -I,} 

(34) 

(35) 

(36) 

From (33)-(36) it is clear that, for 1 ~ i ~ N - 1, the equations of the 
system (32) are satisfied. The boundary conditions for Ui, Vi, and Wi guarantee 
that (33) is an identity for i = 0 and i = N. Thus, if the problems (34)-(36) 
are solved, and Yo and YN are known, the formula (33) will determine the 
solution to (32). We shall first find Yo and YN. 

We will find the values of Yo and YN using the equations of (32) for i = 0 
and i = N. Substituting Yi from (33) in these equations, we obtain a system 
of two equations for Yo and Y N: 

If the determinant of this system 

~ = (co -~ djVj) (CN -~ gjWj) 
)=1 )=1 

- (tPo + ~ djWj) (<PN + ~ 9jVi) 
)=1 )=1 

(37) 
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is non-zero, then we have that 

Yo =! CN - ?= 9jWj 10 + ?= djUj [ ( 
N-l ) ( N-l ) 

)=1 )=1 

( 
N-1 ) ( N-1 ) 1 + tPo + ~ djWj IN + ~ 9jUj , (38) 

YN =! <PN + ?= 9jVj 10 + ?= djUj [ ( 
N-1 ) ( N-1 ) 

)=1 )=1 

( 
N-1 ) ( N-1 ) 1 + Co - ?= djVj IN + ?= 9jUj , 

)=1 )=1 
(39) 

Let us now look at a method for solving the auxiliary problems (34)­
(36). Since here we are dealing with ordinary boundary-value problems for 
three-point equations, it is possible to use the elimination method described 
in Section 1. For (34)-(36), the formulas for the right-elimination algorithm 
take the following form: 

Ui = aiH Ui+1 + (3i+1, 
Vi = ai+1 Vi+1 + /'i+l, 
Wi = ai+1 Wi+1 + Oi+1, 

i = N -1, ... ,0, UN= 0, 
i = N - 1, ... ,0, VN = 0, 
i=N-1, ... ,0, wN=1, 

(40) 

where the elimination coefficients ai, (3i, /'i, and 0i are determined by the 
formulas 

hi (3 . - Ii + ai(3i 
.+1- , 

Ci - aiai 
ai+1 = , 

Ci - aiai 
a1= 0, (31 = 0, 

c. _ tPi + aiOi 
U.+1- , 

Ci - aiai 

(41) 
i= 1,2, ... ,N -1, 

<Pi + ani 
/'i+1= , 

Ci - aiai 
i= 1,2, ... ,N -1, /'1= 1, 01 = 0. 

Thus, for problem (32), the elimination method is described by (33), 
(37)-(41). 

Let us now consider the question of stability and correctness for the 
algorithm. By lemma 1, the conditions 

lad> 0, Ibil > 0, ICil ~ lad + Ibil, 1:::; i :::; N -1 (42) 

are sufficient for the stability and correctness of the elimination method (40)­
(41) for the auxiliary problems (34)-(36). It is possible to show that, if the 
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original system (32) has a unique solution, then the determinant ~, defined 
by (37), is non-zero. In this case, the formulas (38) and (39) for computing Yo 
and YN will be correct. We now formulate this result in the form of a lemma. 

Lemma 3. If the system (32) has a unique solution and the conditions (42) 
are satisfied, then the algorithm (33), (37)-(41) of the elimination method for 
problem (32) is correct and stable. 

Notice that the formulation of simple and, at the same time, not overly 
restrictive sufficiency conditions for solving the system (32) is a complex 
problem. Here is an example of conditions which guarantee the correctness 
and stability of the above algorithm. Suppose that the matrix of the system 
(32) is diagonally dominant, i.e., that it satisfies the conditions 

ICil2: lad + Ibil + lC;?d + I?/Jil, 1:S i:S N -1, 
N-1 N-1 

Icol 2: I?/Jol + L Idil, ICNI2: IC;?NI + L Igjl, 

j=1 j=1 

lad> 0, Ibd > 0, 1:S i :s N - 1, leo I > 0, leN I > 0, 

where at least one ofthe inequalities in (43) or (44) is strict. 

(43) 

(44) 

We will indicate the basic steps of the proof. It is first shown that lad + 
lI'il+lh'd :s 1, 1 :s i :s N. It is further shown that lvil+lwil :s 1 for 1 :s i :s N, 
and, if for some i one of the inequalities in (43) is strict, IVi I + IWi I < 1 for 
all 1 :s i :s N. We also have 

and analogously 

N-1 N-1 

Co - L djvj 2: leol- L Idjllvjl 
j=1 j=1 

N-1 

2: I?/Jol + L(1-lvjDldj l 
j=1 

N-1 

2: I?/Jol + L IWjlldjl 
j=1 

N-1 

> ?/Jo + L wjdj 

j=1 

N-1 N-1 

CN - L gjWj > C;?N + L gjVj , 

j=1 j=1 
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where at least one of these inequalities is strict. From this it follows that the 
determinant ~ defined in (37) is non-zero. Stability and correctness of the 
elimination method for solving the auxiliary problems (34)-(36) then follows 
from (43). 

As a sample problem which leads to (32), we consider the scheme with 
weights 

Yt,i= O'Y~:'~ + (1 - O')Y;x,i' 1:::; i :::; N - 1, 

yC; - Yi:= /11 (tn), 

YN - Yi:= /12(tn), 
Y?= UO(Xi), n = 0,1, ... , 1:::; k :::; N - 1, 

(45) 

which approximates the thermal-flow equation with associated (non-local) 
boundary conditions 

au a2u 
at = ax2' ° < x < l, t > 0, 

u(O,t) -u(v(t),t) = /11(t), 

u(l, t) - u(v(t), t) = /12( t), u( x, 0) = uo( x), 

where the function x = vet) takes on values between ° and l. Notice that, 
in the scheme (45), the curve x = vet) approximates the broken curve Xk = 
v(tn), so that the points (Xk, tn) are nodes of the grid. 

The difference scheme (45) is written in the form of the system (32) 
in the variables Yi = yrH with the following values for the coefficients and 
right-hand side (0' =1= 0): 

Co = 1, dk = 1, io = /11 (tn+l), 

CN = 1, qk = 1, iN = /12(tnH), 
Ill' - ./ •. - ° a· - b· - 1/h2 T' - 0/1 -, I - I; - , 

f In (1 ) n i = -Yi + - - 1 Yxx,i' O'T 0' 

tPo = 0, dj = 0, j =1= k, 

'PN = 0, gj = O,j =1= k, 

Ci = ai + bi + l/(O'T), 

i = 1,2, ... ,N-1. 

From this we obtain that the requirement 12/h2 + l/(O'T)1 > 2/h2 guar­
antees that the conditions (43), (44) are satisfied. Consequently, for 0' > 
_h2 /( 4T) it is possible to use the variant of the elimination method de­
scribed here to solve the equations of the scheme (45), and it will be stable 
and correct. 
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2.2.4 The non-monotonic elimination method. We now return to the elimi­
nation method constructed in Section 1 for solving three-point equations: 

CoYo -bOY1 = io, i= 0, 

-aiYi-1 + CiYi - biYi+1 = ii, i= 1,2, ... , N - 1, (46) 

-aNYN-1 + CNYN= iN, i= N, 

Remember that, for the right (left) elimination method, the unknowns Yi are 
found sequentially in reverse (forward) order. Thus, Yi is expressed only in 
terms of the later unknowns. This structure in the algorithm is the justifica­
tion for calling the method monotone elimination. 

The monotone sequence for determining the unknowns Yi on the re­
verse path of the method arises from using the natural order to eliminate 
the unknowns on the forward path. Thus, monotone elimination is Gaussian 
elimination without pivoting applied to a special system of linear algebraic 
equations (46) with a tridiagonal matrix. It is known that such a variant 
of Gaussian elimination is correct for systems of equations with diagonally­
dominant matrices. For the system (46), this assertion was proved in lemma 1. 

We now look at this in more detail. Remember that, in Section 2.1.1, at 
the Ith stage of the elimination process a "reduced" system 

(CI - a,a,)y, - b,y,+!fl + a,{3" i = 1, 

- aiYi-1 + CiYi - bi Yi+1!;, 1 + 1 :5 i :5 N - 1, (47) 

- aNYN-1 + CNYN = iN 

was obtained for the unknowns YI, YI+b"" YN. Assuming that CI- a,a, was 
non-zero, we transformed the first equation of the system (47) to the form 

(48) 

and used it to eliminate YI from equation (47) for i = 1 + 1. Lemma 1 guar­
anteed that, if the matrix A of the system (46) were diagonally dominant, 
then ICI- a,ad ~ Ibd. Consequently, in the first equation of the system (47), 
the coefficient of YI would be larger in modulus than the coefficient of Y1+1' 

Therefore choosing a pivot element is unnecessary, forming (48) is feasible, 
and the stability condition lai+! 1 :5 1 is automatically satisfied. 

If we do not have diagonal dominance, then it is impossible to guarantee 
that CI - a,a, is non-zero, or that lal+11 :5 1. In this case, the monotone 
elimination algorithm can give rise to division by zero or extreme sensitiv­
ity to rounding errors; consequently, the algorithm must be modified. The 
construction of a correct elimination algorithm for the system (46) is based 
on the use of column pivoting in Gaussian elimination. In this algorithm, 
the monotone ordering of unknowns Yi can be disturbed, and therefore this 
method will be called non-monotonic elimination. 
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We now move on to a description of the non-monotonic elimination al­
gorithm. Suppose that, at the Ith stage of Gaussian elimination with column 
pivoting applied to the system (46), the following "reduced" system is ob­
tained: 

CYmr - b'Y'H = F, 

-AYmr + CiHYI+I - b'HYI+2 = (i, 

-a'+2YI+I + C'+2YI+2 - b'+2Y1+3 = 11+2, 

-aiYi-1 + CiYi - biYi+1 = Ii, 

-aNYN-I + CNYN = IN, 

i = I, 
i = 1 + 1, 

i= 1 + 2, 

1 + 3::; i ::; N - 1, 

i=N, 

(49) 

(50) 

(51) 

(52) 

(53) 

where m, ::; 1. {If 1 = 0 in (49)-(53), set C = Co, A = aI, F = 10, (i = iI, 
and mo = 0). 

We now describe the (I + 1 )-st step of the elimination process. The 
column-pivoting strategy leads us to two cases: 

a) If ICI ~ Ibil, then (49) is transformed to the form 

where la'HI ::; 1, and the unknown with index m, is found from the 
unknown with index 1 + 1. Further, this equation is used to eliminate 
Ymr from (50). This gives: 

(54) 

where m'H = 1 + 1, C = CiH - Aal+17 F = (i +A.8I+I. Equation (51) is 
not changed, since it does not contain Ymr' but is rewritt~n in the form 

where A = a1+2, (i = 11+2. Combining (54) and (55) with (52), (53), 
we obtain a new "reduced" system of the form (49)-{53), in which 1 has 
been replaced by 1 + 1. The (I + l)th step is completed. 

b) If ICI < Ib,l, then (49) is transformed to the form 

YI+I - al+lYmr = .8'+17 a'H = Clb" .81+1 = -Fib" 

where again la'HI ::; 1, but this time the unknown with index 1 + 1 is 
computed from the unknown with index m,. The resulting equation is 
used to eliminate Y'+l from (50) and (51). Here (50) will be transformed 
to the form (54), where ml+l = m" C = cl+lal+l -A, F = (i-CI+I.8'+h 
and (51) is transformed to the form (55), where the quantities A and (i 
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are redefined using A = al+2O'l+2, eli = fz+2 + al+2J3'+I. Equations (52), 
(53) are not changed, since they do not contain YI+I. Again we obtain a 
system of the form (49 )-( 53). It has different coefficients C and A than 
the system obtained in case a), and the right-hand sides F and eli are 
computed by different formulas. 

Thus, one step of the process differs in the choice of a pivot element. 
Notice that if the original system is not singular then, in equation (49), the 
coefficients C and b, cannot both be zero. This guarantees the correctness of 
the formulas for the coefficients O'I+I and J3I+I. Since all the computed 0'1+1 

are less than one in modulus, the computation of the unknowns Yi on the 
reverse path of the method will be stable with respect to the rounding error. 

For this algorithm, the unknowns may be computed out of sequence. 
This requires us to store information about the ordering of the unknowns. 
This information can be stored in two integer sets () and "': () = {()i, 1 :s i :s 
N}, '" = {"'i,l :s i :s N}, and the unknowns are found from the formulas 
Ym = O'i+1Yn + J3i+I, m = ()i+I, n = "'i+1, i = N - 1, N - 2, ... , O. The sets 
() and '" are constructed on the forward path of the algorithm. 

The full algorithm for the non-monotonic elimination method can be 
described as follows. 

[1) Give initial values for C, A, F, and eli: C = Co, A = aI, F = Jo, eli = ft, 
and formally set "'0 = o. 

[2) Sequentially for i = 0,1, ... ,N - 1, depending on the situation, perform 
the operations described in paragraphs a) or b): 

a. if ICI ~ Ibi I, then 

O'i+1 = b;jC, J3i+1 = FIC, C = Ci+1-AO'i+1, F = eli + AJ3i+1, 

()i+1 = "'i, "'i+I = i + 1, A = ai+2, eli = Ji+2; 

b. if ICI < Ibil, then 

O'i+1 = Clbi , J3i+I = -Flbi , C = Ci+IO'i+1 - A, 

F = eli - Ci+IJ3i+I, ()i+1 = i + 1, "'i+1 = "'i, 

A = ai+2O'i+1, eli = Ji+2 + ai+2J3i+1. 

Remark. For i = N - 1 it is not necessary to redefine A and eli in steps (a) 
and (b). 

[3) First compute the unknown Yn, where n = kn using the formula Yn = 
FIC, and then sequentially for i = N - 1, N - 2, ... ,0 compute the 
remaining unknowns Ym = O'i+1Yn + J3i+1, m = ()i+1, n = "'i+1· 
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Notice that the algorithm presented here reduces to the usual right­
elimination algorithm if the conditions of lemma 1 are satisfied. 

An elementary count of the number of arithmetic operations for the 
non-monotonic elimination algorithm shows that, if step [b] is always used, 
Q = 12N operations are required. This is 1.5 times more than for monotonic 
elimination. 

Let us now consider a sample application of the non-monotonic elimina­
tion method. Suppose we must solve the following difference problem 

-Yi-l + Yi - Yi+1 = 0, 1:::; i :::; N - 1, 

Yo = 1, YN = O. 
(56) 

The problem (56) is a particular case of the system (46), in which 10 = 1, 
bo = aN = 0, Co = CN = 1, IN = 0, Ci = ai = bi = 1, Ii = 0, 1 :::; i :::; N - 1. 
If N is not divisible by 3, then the solution of problem (56) exists and has 
the form (see Section 1.4.1) 

. (N - i)7r /. N7r 
Y· = sIn sln-

• 3 3 ' 
0:::; i:::; N. (57) 

The left and right elimination algorithms are not correct for (56), since 
the computation of 0:3 (for right elimination) and eN-2 (for left elimination) 
leads to division by the zero values C2 -a20:2 and CN-2 - bN - 2eN-I' The non­
monotonic elimination algorithm allows us to accurately obtain the solution 
(57). To illustrate, we list the values of the coefficients 0: i, f3i, and also Oi and 
"'i for N = 11 (Table 1). 

Table 1 

i 
-

0 1 2 3 4 5 6 7 8 9 10 11 

O:i 0 1 0 -1 1 0 -1 1 0 -1 1 

f3i 1 1 -1 -1 -1 1 1 1 -1 -1 -1 

O· • 0 1 3 2 4 6 5 7 9 8 10 

"'i 1 2 2 4 5 5 7 8 8 10 11 

Yi 1 1 0 -1 -1 0 1 1 0 -1 -1 0 
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2.3 The elimination method for five-point equations 

2.3.1 The monotone elimination algorithm. Above we looked at several vari­
ants of the elimination method and used them to solve three-point difference 
equations. As was noted earlier, such difference equations arise when approx­
imating second-order ordinary differential equations. 

There are two ways of solving boundary-value problems for higher-order 
equations. The first possibility is to transform the problem to a system of first­
order differential equations and then construct the corresponding difference 
scheme. In this case we obtain a boundary-value problem for a two-point 
vector equation. We looked at methods for solving such difference problems 
in Section 4. 

The second possibility is to directly approximate the original differen­
tial problem. In this case we obtain multi-point difference equations. Most 
commonly, we encounter five-point equations of the following form: 

CoYo - dOYI + eoY2= 10, 
-blyo + CIYI - dlY2 + e1Y3= h, 

aiYi-2 - biYi-1 + CiYi - diYHI + eiYH2= Ii, 

aN-IYN-3 - bN - I YN-2 + CN-IYN-I - dN-IYN= IN-I! 

aNYN-2 - bNYN-I + CNYN= IN, 

i= 0, 

i= 1, 

2 ~ i~ N - 2, 

i= N -1, 

i=N. 

(1) 

(2) 

(3) 

(4) 

(5) 

Such systems arise when approximating boundary-value problems for fourth­
order ordinary differential equations, and also when realizing difference 
schemes for equations with partial derivatives. The matrix A of the system 
(1)-(5) is a square pentadiagonal matrix of size (N + 1) X (N + 1) and has 
no more than 5N - 1 non-zero elements. 

To solve the system (1)-(5), we use the method of Gaussian elimination. 
Taking into account the structure of the system (1)-(5), it is easily seen that 
the reverse path of Gauss' method must have the form 

Yi = aHIYHI - f3HIYH2 + /'Hb 

YN-I = aNYN + /'N, 

o ~ i ~ N - 2, 

i=N-l. 

(6) 

(7) 

To realize (6), (7) it is necessary to give YN, and also to determine the coef­
ficients ai, f3i, /'i· 

We will first derive the formulas for ai, f3i, and /'i. Using (6), we express 
Yi-l and Yi-2 in terms of Yi and YHI. We obtain 

Yi-l = aiYi - f3iYHI + /'i, 1 ~ i ~ N - 1, (8) 
Yi-2 = (aiai-l - f3i-I)Yi - f3i a i-1Yi+l + ai-t'Yi + /'i-l (9) 

for2~i~N-1. 
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Substituting (8) and (9) in (3), we obtain 

[Ci - ai!3i- l + ai(aiai-l - bi)]Yi = [di + f3i(ai a i-l - bi)]Yi+l - eiYi+2 

+ [h - ai/'i-l - ,i(aiai-l - bi)], 

2 ~ i ~ N -2. 

Comparing this expression with (6), we set that if 

1 e' 
ai+l = .6.i [di + f3i(ai a i-l - bi)], f3i+l = ;;' 

1 
Ii+1 = .6.. If; - ai/';-1 - 1;( a;ai-1 - b;)], 

• 

(10) 

where.6.; = C; - a;f3;-1 + a;(a;a;_1 - b;), then the equations (1)-(5) will be 
satisfied for 2 ~ i ~ N - 2. 

The recurrence relation (10) connects ai+b f3i+1, and Ii+! with a;, a;-b 

f3i, f3i-1, Ii, and li-1· Therefore, if ai, f3i, and Ii are given for i = 1,2, then 
(10) can be used to sequentially find ai, f3i, and Ii for 3 ~ i ~ N - 1. 

We now find ai, f3i, and Ii for i = 1,2. From (1) and (6) for i = 0 we 
obtain directly 

a1 = do/co, f31 = eo/co, 11 = fo/co. (11) 

Further, substituting (8) in (2) with i = 1, we obtain 

Consequently, (2) will be satisfied if we set 

(12) 

Thus, using (10)-(12), it is possible to find a;, (3;, and Ii for 1 ~ i ~ N - l. 
It remains to determine aN, IN and YN in (7). 

To do this, we will use equations (4) and (5). Substituting (8) and (9) in 
(4) with i = N -1 and comparing the resulting expression with (7), we find 
that aN and IN are determined by (10) for i = N - 1. We now find YN. For 
this we substitute (6) for i = N - 2 and (7) in (5). We obtain 

[eN - aNf3N-1 + aN(aNaN-1 - bN )]YN = fN - aNIN-l - IN(aNaN-1 - bN ) 

or 
YN = IN+! 

where IN+1 is defined by (10) for i = N. 
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Gathering together the formulas derived above, we write the right-elimi­
nation algorithm for the system (1)-(5) in the following form: 

1) using the formulas 

1 
ai+! = D.i [di + f3i( aiai-l - bi)], i = 2,3, ... ,N - 1, (13) 

do 1 
al = -, a2 = A(dl - f3l bt}, 

Co ~l 

1 
')'i+l = D.i [Ii - a;')'i-l - ')'i( aiai-l - bi)], i = 2,3, ... ,N, (14) 

fo 1 
')'1 = -, ')'2 = A(ft + bl')'t}, 

Co ~l 

f3i+l = e;/D.i, i = 1,2, ... ,N - 2, f3l = eo/co, (15) 

where 

find the elimination coefficients ai, f3i, and ')'i; 

2) the unknowns Yi are found sequentially from the formulas 

Yi = ai+lYi+! - f3i+lYi+2 + ')'i+b i = N - 2, N - 3, ... ,0. 

YN-l = aNYN + ')'N, YN = ')'N+l· 
(17) 

This algorithm will be called the monotone elimination algorithm. 

Remark. It is not difficult to construct the left and two-sided elimination 
algorithms for the system (1)-(5). 

We now compute the number of arithmetic operations used by the al­
gorithm (13)-(17). To realize (13)-(17) we require: 8N - 5 additions and 
subtractions, 8N - 5 multiplications, and 3N divisions. If no distinctions is 
made between operations, the total number of operations for the algorithm 
is Q = 19N - 10. 

2.3.2 Justification of the method. The elimination algorithm (13)-(17) con­
structed above will be called correct if, for any 2 $ i $ N 

The following lemma gives sufficient conditions for the correctness of the 
algorithm (13)-(17). 
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Lemma 4. Suppose the coefficients of the system (1)-(5) satisfy the condi­
tions 

lail > 0, 2:::; i :::; N, Ib;l > 0, 1:::; i :::; N, 
Idil > 0, 0:::; i :::; N - 1, leil > 0, 0:::; i :::; N - 2, 

and the conditions 

leol ~ Idol + leol, 
leNI ~ laNI + IbNI, 
leil ~ la;l + Ibil + Id;l + leil, 

lell~ Ibll + Idll + lell, 
leN-ll~ IaN-II + IbN-II + IdN-ll, (18) 

2:::; i:::; N - 2, 

where at least one of the inequalities (18) is strict. Then the algorithm (13)­
(17) is correct and, in addition, 

Proof. Using the conditions of the lemma, from (13) and (15) we obtain 

FUrther, using the inequality l-Iall ~ 1,811, we find that 

leI - blall ~ ICll-lb1llall ~ Ibl l(I-lall) + Idll + jell 
~ Ibl 11,81 I + Idll + jell ~ Idl - bl ,8ll + jell > 0. 

From this and (13)-(15) it follows that 

The rest of the proof proceeds by induction. Suppose that 

We will show that this implies that 
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In fact, from (18) and (19) we obtain 

I~il ~ Ic;l-la;lLBi-ll-laillai-llla;l-la;llbil 
~ la;l(I-I,8i-ID + Ibi l(I-la;l) -laillai-Iliail + Id;l + leil 
~ la;llai-ll + Ibill,8il-laillai-Illail + Idil + le;l 
~ la;llai-ll(1 - lai I) + Id. - bi,8;1 + lei I 
~ la;llai-lll,8;1 + Idi - bi,8il + leil 
~ Idi + ,8i(aiai-l - bi)1 + leil > 0, i::; N - 2. 

From this and (13), (15) we find 

I . 1+1,8· 1= Idi + ,8i(aiai-l - bi)1 + le;l < 1 i <_ N - 2. atH t+l I~il - , 

Further, for i = N - 1 we have in place of (20) the estimate 

In addition, from this we get 

and consequently, 

It remains to prove that ~N # o. We have 

(20) 

I~NI~IcNI-laNII,8N-ll-laNllaN-lllaNI-laNllbNI 

=lcNI-laNI-lbNI+laNI(I-I,8N-lD+lbNI(I-laND-laNllaN-lllaNI 
~lcNI-laN 1-lbNI+(I-laND(1-I,8N -lDlaNI+lbN 1(1-laN I)· 

By the assumptions of the lemma, it is easy to show that at least one of 
the inequalities ICNI ~ laNI + IbNI, laNI ::; 1 is strict. Hence it follows that 
~N # o. The lemma is proved. 0 

Remark. From the estimates lai I + l,8i I ::; 1 indicated in lemma 4 it follows 
that formula (17) will not cause growth in the error of the computed YN. 
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2.3.3 A variant of non-monotonic elimination. We introduce here the algo­
rithm for the elimination method which would be obtained if the system 
(1)-(5) were solved using Gaussian elimination with column pivoting. Such 
an algorithm will be correct if the matrix A of the system (1)-(5) is non­
singular. Since the method of constructing the algorithm is analogous to the 
development in Section 2.4, we will limit ourselves here to the final form of 
the algorithm. 

1) Initially set: G = Co, D = do, B = b1 , Q = C1, S = a2, T = b2 , R = 0, 
A = a3, F = 10, ~ = h, G = 12, H = fa, and set 11:0 = 0, "10 = 1. 

2) Sequentially for i = 0,1, ... , N - 2, depending on the situation, per­
form the operations described in steps (a), (b), or (c): 

[aJ if IGI ~ IDI and IGI ~ leil, then 

O!iH = DIG 

G= Q - BO!iH, 

B=T-SO!Hb 

S= A - RO!i+1, 

f3H1 = e;J c, 

D = diH - Bf3i+1, 

Q = CiH - Sf3i+ll 

T = bi +3 - Rf3Hll 

'YH1 = FIG, 

F= ~ + B'YH1 
~= G - S'YiH 

G= H + R'YiH' 

R=O, 
BH1 = lI:i, 

A= ai+1, 

"HI = "1i, 
H= IH4 } 

"1i+1= i + 2; 

[bJ if IDI > IGI and IDI ~ leil, then 

O!H1= GID, f3i+1 = -e;J D, 
G= QO!H1 -B, 

B= TO!Hl - S, 

S=AO!iH -R, 

R=O, 
BH1 = "1i, 

D= Qf3H1 + di+ll 

Q= Tf3i+1 + CiH, 

T= Af3iH + bH3 , 

A= ai+4, 

"i+1 = "i, 

[cJ if leil > G and leil > D, then 

'YH1 = -FI D, 

F= ~ - Q'YiH' 

~= T'YiH + G, 
G= H - A'YHll 

0!i+1 = Dlei, f3iH = Glei, 'YH1 = Flei, 
G = Q - d H1 0!Hll 

B = T - Ci+20!iH, 

S = A - bH3 0!Hll 

D = B - diH f3H1, F = ~ + di+ I'Yi+ 1 , 

Q = S - CiHf3i+1, ~ = G - CiH'YHb 

T = R - bi+3f3iH, G = H + bi+3'YHb 

(21) 

(22) 

(23) 

(24) 

(25) 

R = -ai+40!iH, A = -aH4f3H1, 

BH1 = i + 2, "i+1 = "1i, 
H = IH4 - a i+4 'YiH,} (26) 

"1iH = "i· 
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Remark. For i ~ N - 3 it is not necessary to carry out (22), (24), or (26), 
and for i = N - 2, (21), (23), and (25) can be omitted. 

3) If IGI ~ IDI, then 

aN= DIG, "IN= FIG, "IN+I= (41 + B"IN)/(Q - BaN), 

()N= "'N-I, "'N= "IN-I· 

If IDI > IGI, then 

aN= GID, "IN= -FID, "IN+I= (41 - Q"IN)/(QaN - B), 

()N= "IN-I, "'N= "'N-I· 

4) Compute the unknowns 

and then sequentially for i = N - 2, N - 3, ... ,0 determine the remaining 
unknowns 

Let us now consider an application of the non-monotonic elimination 
method. In Section 1.3.3, we solved the following boundary-value problem: 

Yo - YI + 2Y2 = 0, i= 0, 

-Yo + YI - Y2 + Y3 = 0, i= 1, 

Yi-2 - Yi-I + 2Yi - Yi+1 + YiH = 0, 

YN-3 - YN-2 + YN-I - YN = 0, 

2YN-2 - YN-I + YN = 0, 

2 ~ i~ N -2, 

i= N -1, 

i=N. 

(27) 

If N is even and not divisible by 3, then the system (27) has the unique 
solution . . 

Z7r • Z7r 
Yi = - cos "2 - sm "2' 0 ~ i ~ N. (28) 

It is not difficult to verify that the monotone elimination algorithm is not 
correct for (27) since the computation of the elimination coefficients a2, /32, 
and "12 leads to division by zero. The non-monotonic elimination algorithm 
allows us to accurately obtain the solution (28). To illustrate this algorithm, 
we include here (Table 2), which gives the values of the elimination coefficients 
ai, /3i, and "Ii, and also ()i, "'i, and "Ii for N = 10. 
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Table 2 

i 
t---

0 1 2 3 4 5 6 7 8 9 10 11 

a' I 1/2 1/2 -1/2 0 0 0 -1/3 -1/3 0 1 

f3i 1/2 1/2 -1/2 1 -1 1 -2/3 -2/3 1 

Ii 1 1 -1 -2 -2 2 -4/3 -2/3 0 -2 1 

Oi 2 3 4 0 5 6 7 9 8 1 

Ki 1 0 1 1 1 1 1 8 1 10 

'f/i 0 1 0 5 6 7 8 1 10 

Yi -1 -1 1 1 -1 -1 1 1 -1 -1 1 

From the table it is clear that the unknowns Yi are determined in the 
following order: YIO, YI, Ys, Yg, Y7, Y6, Ys, Yo, Y4, Y3, Y2, i.e., in non-monotonic 
order. 

2.4 The block-elimination method 

2.4.1 Systems of vector equations. It was remarked above that one method 
for solving boundary-value problems for high-order ordinary differential equa­
tions is to transform the problem to a system of first-order equations and then 
to approximate this system by a difference scheme. As a result, we obtain a 
two-point vector system of equations with first-order boundary conditions. In 
the general case, this can be written in the following form: 

PHI Vi+! - Qi Vi = F i+b 
PoVo = Fo, 

0::; i ::; N - 1, 
QNVN = FN+!, 

(1) 

where Vi is a vector of unknowns of dimension M, Pi+I and Qi, for 0 ::; i ::; 
N -1 are square M X M matrices, Po and Q N are rectangular matrices of size 
MI x M and M2 X M, respectively. The vector Fi+I is of dimension M for 
0::; i ::; N - 1, and Fo and FN+! are of dimension MI and M 2, respectively. 

Notice that one way to solve the indicated differential equations is to 
directly approximate these equations by difference schemes. This way we ob­
tain a system of multi-point scalar equations. Methods for solving three- and 
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five-point scalar equations were studied in Sections 2.1-2.3. If we approxi­
mate a high-order system of ordinary differential equations, then a system of 
multi-point vector equations arises. However, as for scalar equations, vector 
systems of multi-point equations can also lead to systems of the form (1). 
Any method for solving (1) will correspond to some method for solving the 
original multi-point system. To clarify the idea of the transformation consider 
as an example the system of five-point equations examined in Section 2.3 (see 
(2.3.1)-(2.3.5)). If we denote 

Yi = (YHlo Yi, Yi-1, Yi_2)T, 
FH1 = (hO,O,O)T, 

F2 = (fo,fdT, FN = (fN-1,fN)T, 

2 ~ i ~ N -1, 
2 ~ i ~ N -2, 

then, using the relations connecting Yi+1 and Yi, the system from Section 2.3 
can be written in the form 

where 

ei 

Pi+! = 0 
0 
0 

Pi+1Yi+! - QiYi = FH1, 2 ~ i ~ N - 2, 

P2Y2 = F2, QN-1YN-1 = FN, 

0 0 0 di -Ci bi -ai 

(2) 

1 0 0 
Qi= 

1 0 0 0 
2 ~ i ~ N - 2, 

0 1 0 
, 

0 1 0 0 
0 0 1 0 0 -1 0 

In this case, M1 = M2 = 2, M = 4. 

Ignoring the fact that multi-point vector equations can be reduced to the 
form (1), and limiting ourselves by constructing a method which only solves 
the system (1), we will consider separately the class of three-point vector 
equations. In addition, in Section 2.5.3 we will transform (1) to a system of 
three-point vector equations and obtain a method for solving (1) as a variant 
of a method for solving three-point equations. 

Before describing three-point equations in general form, we will look at 
an example. We will show how a difference problem for the simplest elliptic 
equation leads to a system of three-point equation of special form. 

Suppose the rectangular grid w = {Xij = (ihlojh2) E G, ° ~ i ~ M, 
o ~ j ~ N, 11 = Mhlo 12 = Nh2} with boundary 'Y, is introduced into the 
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rectangle G = {O ~ XOt ~ lOt, a = 1,2,}, and that we must solve a Dirichlet 
difference problem for Poisson's equation 

YX1Xl + YX2X2= -r.p(x), x E w, 

y(x)= g(x), x E "/, 
(3) 

where 

YX1Xl = :2 [y(i + l,j) - 2y(i,j) + y(i - l,j)] 
1 

YX2X2 = :2 [y(i,j + 1) - 2y(i,j) + y(i,j -1)], y(i,j) = y(x;j). 
2 

We shall transform the scheme (3). For this we multiply (3) by (-hD and 
write out the difference derivative YX 2 X 2 at a point. For 1 ~ j ~ N - 1 we 
obtain: 
for 2 ~ i ~ M - 2 

-y(i,j -1) + [2y(i,j) - h~YX1Xl (i,j)]- y(i,j + 1) = h~r.p(i,j); 

for i = 1 

-y(i,j -1) + [2Y(i,j) - ~~ (y(i + l,j) - 2Y(i,j))] - y(i,j + 1) = h~<ji(i,j); 

for i = M-1 

-y(i,j -1) + [2Y(i,j) - ~~ (y(i - l,j) - 2Y(i,j))] - y(i,j + 1) = h~<ji(i,j); 

where 

<ji(I,j) = r.p(I,j) + :2 g(0,j), 
1 

<ji(M -1,j) = r.p(M - 1,j) + :2 g(M,j). 
1 

Besides, for j = 0, N we have 

y(i,O) = g(i,O), y(i,N) = g(i,N), 1 ~ i ~ M-1. 



100 Chapter 2: The Elimination Method 

We now denote by Yj the vector of dimension M - 1, whose components 
are the values of the grid function y( i, j) at the interior nodes in the ph row 
of the grid w: 

Yj = (y(l,j), y(2,j), ... , y(M - i,j)?, 0:::; j :::; N, 

and by Fj the vector of dimension M - 1 

Fj = (h~cp(l,j), h~~(2,j), ... , h~~(M - 2,j), h~cp(M - 1,j)?, 
1:::; j:::; N -1, 

Fj = (g(l,j),g(2,j), ... ,geM _1,j))T, j = O,N. 

We also define the square (M - 1) x (M - 1) matrix C in the following 
fashion: 

CV = (Av(l), Av(2), ... , Av(M -I)?, 

V = (v(I),v(2), ... ,v(M _l))T, 

where the difference operator A is 

Av(i) = 2v(i) - h~VZ1Xl(i), 1:::; i:::; M -1, 
v(O) = v(M) = O. 

It is easy to see that C is a tridiagonal matrix of the form 

2(1 + a) -a 0 0 0 
-a 2(1 + a) -a 0 0 
0 -a 2(1+a) ... 0 0 

0 
0 
0 

C= ....................................................... 
0 0 0 ... 2(1+a) -a 0 
0 0 0 -a 2(1 + a) -a 
0 0 0 0 -a 2(1 + a) 

(4) 

where a = hVh~, and that C is diagonally dominant, since 11 + al > lal, 
a> 0, and hence non-singular. 

Using the above notation, it is possible to write the above equations in 
the form of a system of three-point vector equations: 

-Yj-l+CYj-Yj+J=Fj, l:::;j:::;N-l, 

Yo = Fo, YN = FN • 
(5) 

This is the desired three-point system of special form with constant coeffi­
cients. 
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The problem (5) is a special case of the following general problem: find 
the vector Yj(O :::; j :::; N) which satisfies the following system: 

GoYo - BoYi = Fo, j= 0, 

-AjYj-l + GjYj - BjYjH = Fj , 1:::; j:::; N -1, (6) 

j=N, 

where Yj and Fj are vectors of dimension Mj, Gj is a square Mj X M j matrix, 
and Aj and Bj are rectangular matrices of size Mj X M j - l and M j X Mj+l 
respectively. 

Systems of the form (6) are obtained from difference schemes for second­
order elliptic equations with variable coefficients in arbitrary regions of any 
number of dimensions. In the two-dimensional case, as in the example ana­
lyzed above, the vector Yj is the vector of unknowns in the ph row of the 
grid w, and in the three-dimensional case, it is the vector of unknowns in the 
ph layer of the grid w. In the latter case, Gj is a block-tridiagonal matrix 
with tridiagonal matrices on the main diagonal. 

To solve the system (6), we will look at the block elimination method, 
which is analogous to the elimination method for three-point scalar equations. 

2.4.2 Elimination for three-point vector equations. We now construct a meth­
od for solving a system of three-point vector equations (6). This system is 
related to a system of scalar three-point equations, methods for which we 
studied in Section 2.1. Thus, we will seek the solution of (6) in the form 

Yj = aj+lYjH + {3j+b j = N -1,N - 2, ... ,0, (7) 

where aj+l is an as yet undefined matrix of size M j X Mj+l, and {3j+l is 
a vector of dimension M j • From the formula (7) and the equations for the 
system (6) for 1 :::; i :::; N -1, recurrences relations are found for the matrices 
aj and the vectors {3j (as in the case of regular elimination). From (7) and 
(6) for j = O,N, the initial values for at, {31 and YN are found, allowing us 
to begin using the recurrence relations. Here are the final formulas for the 
method, which will be called the block elimination method: 

aj+l=(Gj-Ajaj)-lBj, j=I,2, ... ,N-l, al=GolBo, (8) 
Bj+l=(Gj-Ajaj)-l(Fj+Aj{3j),j= 1,2, ... ,N, {3l= GolFo, (9) 

Yj=aj+lYjH+{3j+b j=N-l,N-2, ... ,0'YN={3NH· (10) 

We will say that the algorithm (8)-(10) is correct if the matrices Go and 
Gj - Ajaj are non-singular for 1 :::; j ~ N. Before defining stability for the 
algorithm (8)-(10), let us recall some results from linear algebra. 

Let A be an arbitrary rectangular m X n matrix. 
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Let II x lin be a norm for the vector x in the n-dimensional space Hn. 
Then the norm of A is defined by the equation 

II Ax 11m 
II A 11= sup II II . 

x;>!O X n 

Obviously, the norm of A depends both on the matrix A, and on the vector 
norms introduced in H n and H m. For the case of the Euclidean norm in H n 

and Hm (II x II!= E~=i xD, we have II A 11= Jp, where p is the largest 
eigenvalue in modulus of the matrix A * A. 

From the definition of the norm, it clearly follows that IIAxllm~IIAllllxlln' 
Further, suppose we are given matrices A and B of dimensions m X n 

and n X k respectively. Introducing vector norms in Hm , Hk and Hn , and 
defining with their aid the norms of the matrices A, B, and AB, we obtain 
the inequality II AB II~II A 1111 B II. 

We will say that the algorithm is stable if II a j II ~ 1 for 1 ~ j ~ N (it is 
assumed, in the finite-dimensional spaces H M to which the vectors Yj belong, 
that a single type of norm has been introduced, for example Euclidean). 

Lemma 5. If the matriceJ Cj are non-Jingular for 0 ~ j ~ N, and Aj and 
B j are non-null matriceJ for 1 ~ j ~ N - 1, and the conditionJ 

II COl Bo II~ 1, II Ci/ AN II~ 1, II ct Aj II + II Cil Bj II~ 1, 1 ~ j ~ N -1, 

are JatiJjied where at leaJt one of the inequalitieJ iJ Jtrict, then the algorithm 
(8)-(10) of the block elimination method iJ Jtable and correct. 

Proof. We will give only the basic step, leaving it to the reader to complete 
the proof of the lemma. The proof uses the well-known fact: if the square 
matrix S satisfies II S II~ q ~ 1, then the matrix E - S is invertible, and 
II (E - S)-l II~ 1/(1 - q). 

Let us assume now that II a j II ~ 1. From this and from the conditions 
of the lemma, we have 

Since Cil Ajaj is a square matrix, the matrices E-Cil Ajaj and Cj -Ajaj 

are invertible, and II (E - ct Ajaj)-l II~ 1/ II Cil Bj II. From this and (8), 
we at once obtain 

II aj+l II~ II (E - Ci l !::.jaj)-lCil B j II 
~II (E - ct Ajaj)-l 11·11 Cil B j II~ 1. 

The proof is completed by induction. 0 
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We now apply lemma 5 to the system of the three-point vector equations 
(5) obtained from the Dirichlet difference problem for Poisson's equation in 
a rectangle. The system (5) is a special case of (6), where Cj = C, Bj = 
Aj = E, 1 ~ j ~ N - 1, Co = CN = E, Bo = AN = 0, and the square 
matrix C is given in (4). The conditions of lemma 5 for this example take 
the form II C-1 II ~ 0.5. For the case of the Euclidean norm we have, using 
the symmetry of C, 

where Ak(C) is an eigenvalue of the matrix C. From the definition of C we 
obtain that Ak( C) is an eigenvalue of the operator A defined above 

Av(i) - AkV(i) = (2 - Ak)V(i) - h~VX1Xl(i) = 0, 

v(O) = v(M) = 0, 1 ~ i ~ M - 1. 

If we substitute Ak = 2 + h~P,k' this problem reduces to the eigenvalue differ­
ence problem considered in Section 1.5.1 for the simple difference operator: 
VX1X1 + P,kV = 0, 1 ~ i ~ M - 1, v(O) = v(M) = O. Since this problem has 
the solution 

4 . 2 hhl 
P,k = h~ sm ~ > 0, k = 1,2, ... ,M - 1, 

Ak = Ak(C) = 2 + h~P,k > 2. Consequently, the condition II C-1 II~ 0.5 
is satisfied. The algorithm (8)-(10) applied to the system (5) is correct and 
stable. 

We consider now the question of the storage requirements and operation 
counts for the algorithm (8)-(10), assuming for simplicity that in the system 
(6) all the matrices are square and of size M X M, and all the vectors Yj 
and Fj have dimension M. In this case, the elimination coefficients Qj will 
be square matrices of size M X M, and the vectors f3j will have dimension 
M. 

To realize (8)-(10) it is necessary to store all the matrices Qj for 1 ~ j ~ 
N, all the vectors f3j for 1 ~ j ~ N + 1, and the matrix (CN - ANQN )-1 used 
to compute f3N+l' The vectors f3j can be stored in the positions reserved for 
the vectors of unknowns Yj-l' To store all the matrices Qj and the matrix 
(CN - ANQN)-1 it is necessary to retain M2(N + 1) elements, since in the 
general case the matrices Qj are full and non-symmetric. The algorithm also 
requires M times as many auxiliary storage locations as there are unknowns 
in the problem, that is M(N + 1). 
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In the general case, the matrices Cj - Aja j are full for every j. Therefore, 
inverting them requires O(M3) arithmetic operations. Further, multiplying 
(Cj - Ajaj)-l by the matrix B j requires not more than O(M3) operations. 
Therefore, computing aj+l from aj using (8) requires O(M3) arithmetic 
operations. To compute all the aj and the matrix (CN - ANaN)-l requires 
O( M3 N) operations. 

If the matrix Aj is full, then computing {3j+! given {3j and (Cj-Ajaj)-l 
requires: 2M2 multiplications and 2M2 - M additions. If Aj is diagonal, then 
the requirements are reduced to M2 + M multiplications and (2M2 - M) 
additions. Consequently, to compute {3j for 2 ~ j ~ N + 1 requires in the 
general case 2M2 N multiplications and (2M2 - M)N additions. Adding in 
the operations required to compute {3l given COl (M2 multiplications and 
M2 - M additions), we finally obtain that M2(2N + 1) multiplications and 
M2(2N + 1) - M(N + 1) additions are used. 

To find all the Yj for 0 ~ j ~ N. -1 given YN requires M2 N multiplica­
tions and M2 N additions. Thus, to compute (3j and Yj requires M2(3N + 1) 
multiplications and M2(3N + 1) - M(N + 1) additions. If no distinction 
is made between these operations, this constitutes Q ~ 6M2 N operations. 
This is the number of arithmetic operations necessary to find the solution to 
a new problem in a series. To solve the original problem (6), where it is neces­
sary to compute the elimination matrices aj, requires Q = O(M3 N + M2 N) 
operations. 

Suppose the series consists of n problems of the form (6). Then we must 
pedorm Qn = O(M3 N)+6nM2 N operations. Here the number of unknowns 
in the series is equal to nM(N + 1). From this it follows that finding one 
unknown requires q ~ O(M2 In) + 6M arithmetic operations. Thus, as n 
increases, the number of operations per unknown decreases, but it is always 
greater than 6M. This distinguishes the block elimination method from the 
scalar elimination method, where the number of operations per unknown is 
a finite quantity which does not depend on the number of unknowns. 

2.4.3 Elimination for two-point vector equations. We now consider a method 
for solving two-point vector equations 

PHI Vi+! - QiVi = Fi+l, 0 ~ i ~ N -1, 

PoVo = Fo, QNVN = FN+b 
(11) 

where Vi is a vector of dimension M, PHI and Qi, 0 ~ i ~ N - 1, are square 
M X M matrices, Po and Q N are rectangular matrices of size Ml x M and 
M2 X M respectively, where Ml +M2 = M. The vector FHl , 0 ~ i ~ N -1, 
has dimension M, and Fo and FN+! are of size Ml and M2 respectively. 
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We first transform the system (11) to the form (6). To do this, we trans­
form the matrices in (11) to the following form: 

(12) 

where pl' and Q~', 0 ~ i ~ N, are matrices of size Mk x M" k,l = 1,2. 
Corresponding to the transformation (12), we set 

(V~) Vi = vl ' o ~ i ~ N, o ~ i ~ N -1, 
(13) 

where vf and H are vectors of dimension Mk, k = 1,2. Using (12) and (13), 
we write the system (11) in the following form: 

p,llV 1 _ p,12v2 _ i 1 
o 0 0 0 - JO' 

Qll 1 Q12 2 pll 1 p12 2 - f1 } 
- i Vi + i Vi + i+!Vi+1 - i+!Vi+1 - i+1' < . < 

21 1 22 2 21 1 22 2 2 0 _ Z _ N - 1, 
-Qi vi + Qi Vi + Pi+! Vi+1 - Pi+! Vi+! = fi+1' 

(14) 

We now introduce a new vector of unknowns, setting 

Yo = V5, o ~ i ~ N -1, 

and the matrices 

i i+! II Q121pll II 
Ci+! = Q~21P#1 ' 

o ~ i ~ N -1, 

where Ok! is the zero matrix of size Mk x M" k, I = 1,2. 
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With these substitutions, the system (14) will have the form 

CoYo - BOY1 = Fo, 

-AiYi-1 + CiYi - BiYi+1 = Fi, 

-AN+1YN + CN+1YN+1 = FN+b 

i= 0, 

1:5 i:5 N, 

i=N+1. 

(15) 

Thus, the system of two-point vector equations (11) has been changed into a 
system of three-point vector equations of the form (15), which can be solved 
using the block elimination method constructed in Section 2.5.2. For (15), 
the block elimination method has the following from: 

ai+1 = (Ci - Aiai)-lBi, i= 1,2, ... ,N, 

(3H1 = (Ci - Aia i)-l(Fi + Ai(3i), i = 1,2, ... , N + 1, 

a1= Co1BO' 
(31= COl Bo, 

i= N,N -1, ... ,0, YN+1= (3N+2, 

(16) 

(17) 

(18) 

where the matrices a1 and aN have dimensions M1 X M and M X M2 respec­
tively, and ai is a square M x M matrix for 2 :5 i :5 N. For 2 :5 i :5 N + 1, 
the vectors (3i have dimension M, and 131 and f3N+2 have dimension M1 and 
M2 • 

We will now transform the formulas (16)-(18). Taking into account the 
structure of the matrices Bi, we find that the matrices ai have the form 

Substituting (19) in (16) and using the definition of the matrices Ai, Bi, and 
Ci, we obtain the formulas for computing a~2 and a~2 

II anI II_II Q~~l - Q~':l a~21Pl1 11-1 II Pl2 11 a P - Q~2 _ Q~l a~2Ip~1 p~2' 1:5 i :5 N, 
1+1 1-1 1-1 I I I 

(20) 

where a~2 = (PJ1 )-1 PJ2. Further, writing the vector (3i in the form 

(31 = (3L ( (37) 
(3 = (31 ' (21) 

and substituting this expression in (17), we obtain 

( (3l+1) = II Q!~l - Q!':l aFlPl111-1 (fl + Q!':1(31) 1:5 i :5 N, (22) 
131+1 Q~~l - Q~':l a!21Pl1 fl + Q~':lf31 ' 

(3~+2 =11 Q2J - Q~aW+1 11-1 (fF'l+l + Q~(3~+d, (23) 

where 131 =11 PJ1 11-1 fJ. 
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We now substitute (19) and (21) in (18) and use the definition of Yi. As 
a result we obtain the following formulas for computing the components of 
the vector of unknowns: 

2 _ 22 2 + (.12 
Vi-l - £rHl Vi ,vHl' 

1_ 12 2 + (.11 
Vi - £rHl vi ,vHl, 

i = N, N - 1, ... , 1, 

i= N,N -1, ... ,0. 
(24) 

Thus, the block elimination algorithm for systems of two-point vector 
equations (11) is described by the formulas (20), (22)-(24). 

Since these formulas are derived from the elimination algorithm for solv­
ing (15), to which our original two-point vector equations were transformed, 
the sufficient conditions for correctness and stability for the resulting algo­
rithm are formulated in lemma 5, where it is necessary to change N to N + 1, 
and where Gi, Ai, and Bi are defined above. 

Using the two-way elimination algorithm for the system (15), it is pos­
sible to construct a corresponding algorithm for the original system of two­
point vector equations (11). 

2.4.4 Orthogonal elimination for two-point vector equations. We shall con­
sider yet another method for solving the system of two-point equations (11), 
known as the orthogonal elimination method. This method involves inverting 
the matrices Pi for 1 ~ i ~ N and orthogonalizing the auxiliary rectangular 
matrices. 

We will find the solution of the system (11) in the following form 

l'i = Bi{3i + Yi, ° ~ i ~ N, (25) 

where, for any i, Bi is a rectangular M x M2 matrix, and {3i and Yi are vectors 
of size M2 and M respectively. 

Defining Bo and Yo from the conditions PaBa = 012 , PoYo = Fa, where 
012 is the zero matrix of size Ml x M 2 , we obtain that Va satisfies the con­
dition Po Va = Fa. We shall now find the recurrence formulas for sequentially 
constructing, starting with Bo and Yo, the matrices Bi and Yi. 

We substitute (25) in (11). If PHI is non-singular, then we have that 

or 

where AHI = Pi+\ QiBi' X H1 = Pi+\ (FHl + QiYi). The matrix AHI has 
size M x M2, and the vector XH1 is of size M. 
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We determine Bi+1 and Yi+1 in the following way 

(27) 

where 0i+l and c,oi+l are an as yet undetermined square M2 x M2 matrix and 
an M2-vector. Substituting (27) in (26), we obtain the relation Bi+l(f3i+l -
0i+1Pi+l) = Bi+lc,oi+h which becomes an identity if we set 

(28) 

Thus, given non-singular matrices 0i and vectors c,oi for 1 ::::; i ::::; N, the 
formula (27) can be used to find, starting with Bo and Yo, all the necessary 
matrices Bi and vectors Yi for 1 ::::; i ::::; N. 

It remains to define the vectors Pi. From (11) and (25) for i = N we 
obtain the two relations VN = BNPN + YN, QNVN = FN+1 with the known 
BN and YN. Hence for PN we have the equation QNBNPN = FN+1 -QNYN. 
This relation can be written in the form (28) 

(29) 

where PN+l = FN+l, c,oN+l = QNYN, ON+l = QNBN. 
If the matrix ON+l is not singular, we can find all the Pi, 0 ::::; i ::::; N, 

sequentially starting from PN+1 using the formulas (28), (29). The solution 
of the system (11) can be found using (25). 

Since there is an arbitrariness in the choice of the matrices f!i and the 
vectors c,oi, the formulas derived above describe more a principle for construct­
ing methods for solving (11), rather than a concrete algorithm. The choice of 
specific Oi and c,oi gives rise to several methods for the system (11). As before, 
we shall call such methods elimination methods, where on the forward path 
we compute Bi and Yi, and on the reverse path - Pi and the solution Vi. 

We shall examine now one possible choice for 0i and c,oi. Since the for­
mulas (27) and (28) require the inverse of the matrix Oi+lI it must be easy 
to invert. 

In the orthogonal elimination method, the matrix 0i+l and the vector 
c,oi+l are generated by the requirements: 1) the matrix Bi+l is constructed 
by orthonormalizing the columns of the matrix Ai+1 ; 2) the vector Yi+l must 
be orthogonal to the columns of the matrix Bi+l. 

As a consequence of these requirements we have 

(29') 

where Bi+1 is the conjugate of the matrix Bi+b and E22 is the identity 
matrix of size M2 x M2. 
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We first find an expression for IPHI. From (27) and (29') we obtain 
0= Bi+1Yi+1 = Bi+1 X HI - Bi+1BHIIPHI = Bi+IXi+1 -IPHI. Thus, the 
vector IPHI is determined: IPHI = Bi+1Xi+1. 

We now construct the matrices ni+1 and Bi+1. There exist several meth­
ods for orthonormalizing the columns of the matrix Ai+1. We shall consider 
the Gram-Schmidt method. 

Suppose that the matrix AHI has rank M 2 • We denote by ak and bk 
the kth columns of the matrices Ai+1 and BHI respectively, and by ( , ) the 
vector inner-product. As bI we take the normed column aI 

(30) 

We will find the column bk in the form 

(31) 

where the coefficients Wnk are found from the orthogonality conditions for bk 
with bI,~, ... , bk-b and Wu is found from the condition on the norm of bk: 

k 

wnk=(bn,ak), n=1,2, ... ,k-1, Wu= (ak,ak)-2:w;k. (32) 
n=1 

Because of the assumption about the rank of the matrix AH 1, the columns ak 
are linearly independent for 1 ~ k ~ M2 , and the ortonormalization process 
can be carried out without any problems. 

From (30)-(32) it follows that the matrices A i+I and BiH are connected 
by the relation AHI = BHI n i+b where niH is the square upper-triangular 
matrix of size M2 X M2 with elements Wnk for 1 ~ n ~ M2, n ~ k ~ M2, 
defined in (30) and (32), and Wnk = 0 for k < n. 

Thus, the formulas (30)-(32) determine the matrices BHI and niH. 

A simple computation shows that the matrices BHI and nHI can be con­
structed using:MMl + 0.5(Ml- M2) multiplications, MMl- M2 additions 
and subtractions, M M2 divisions, and M2 square roots. All the indicated op­
erations must be carried out N times on the forward path of the elimination 
algorithm. This requires O(M N Mi) arithmetic operations and N M2 square 
roots. 

All that remains for us to show is how to find the matrix Bo and the 
vector Yo. We will assume that the matrices P iH and Qi are not singular for 
o ~ i ~ N - 1. In addition, assume that the matrix p.}1 is non-singular and 
that the matrix Q N has rank M 2 • 
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Let us construct Bo and Yo. Let 

be a rectangular matrix of size M X M2 and a vector of dimension M. Since 
the dimension of the square identity matrix E22 is M2 X M2, the rank of Ao 
is equal to M2 • The matrix Bo is constructed from Ao using the orthonormal­
ization process (30)-(32), Yo is obtained from the formula Yo = Xo - BoCPo, 
and the orthogonality condition for the matrix Bo gives CPo = B~Xo. Since 

PoBo = 012 • Further, we have 

PoYo = PoXo - PoBocpo = PoXo = Fo. 

Thus, the constructed Bo and Yo satisfy the required relations: PoBo = 012 

and PoYo = Fo. 

Notice that, because of the non-singularity of Pi+1 and Qi, the rank of 
the matrix Ai+1 is the same as the rank of Bi. In addition, because of the 
non-singularity of no, the rank of Bo is the same as the rank of Ao and is 
equal to M 2 • Therefore, the orthonormalization process (30)-(32) will proceed 
without complications. Further, since the ranks of the matrices QN and BN 
are equal to M 2 , the square matrix nN+1 = QNBN will be non-singular, 
which allows us to find the vector f3 N. 

Thus, the algorithm for orthogonal elimination has the following form: 

[1] Bini = Ai, i = 0,1,2, ... , N, 

(33) 

The matrices Bi and ni for 0 ::; i ::; N are computed from (30)-(32) and 
stored. We set nN+1 = QNBN. 

[2] Y; = Xi - BiCPi, CPi = Bi Xi, i = 0,1, ... , N, 

1 ::; i ::; N, _ ((PJ 1 )-1 Fo) 
Xo - 0 . (34) 

We compute and store the vectors Y; and CPi for 0 ::; i ::; N. We set 

CPN+1 = QNYN· 
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(35) 

Remark. Since the matrices Oi are upper-triangular M2 x M2 matrices for 
1 ~ i ~ N, computing (3i from (3Hl and ipi+1 requires O(MD operations. 

To illustrate this algorithm, we consider an example. Suppose we must 
solve the following three-point difference problem: 

-Yi-l + Yi - YHl = 0, 1 ~ i ~ N - 1, 

Yo = 1, YN = 0. 
(36) 

This problem was examined earlier in Section 2.4, where the non-monotonic 
three-point elimination method was used to find its solution for N not divis­
ible by 3, namely, 

. (N - i)'II" 
S10 3 

Yi = N • 'II" 
S1O-

3 

We shall transform the system (36) to a system of two-point vector 
equations of the form (11) by setting 

( Yi ) l/i= , 
YHl 

O!5i~N-1. 

It is not difficult to see that (36) is equivalent to the following system 

Vi+l - QV;= 0, 0 ~ i ~ N - 2, 
Po Vo= 1, QN-l VN-l = 0, (37) 

where Po =11110 II, QN-l =11 011 II, Q = II_~I~ II. The system (37) is a special 

case of (11) with Ml = M2 = 1, M = 2. 

To solve (37) we use the orthogonal elimination algorithm (33)-(35). For 
this example, the matrices Bi have dimension 2 x 1, Oi is of dimension 1 x 1, 
the vectors Yi are of size 2, and the vectors (3i and ipi are of size 1. 

In Table 3 are shown the matrices Bi and Qi and also the vectors Yi, ipi 

and (3i for N = 11. Applying the orthogonal elimination method allows us to 
obtain an accurate solution Yi to the problem (36). 
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Table 3 

i 0 1 2 3 4 5 6 7 8 9 10 11 

Qi 1 h 1 1 h 1 1 h ...L 1 h 1 
.j2 .j2 .j2 -.j2 

'Pi 0 1 1 1 1 1 1 1 _1 1 1 1 -72 -2" -72 -2" -72 2 -72 2" 

(3i 1 1 0 1 ...L 0 1 1 0 1 ...L 0 .j2 .j2 .j2 .j2 

Bi (~) (~) (~) C1) (~) C~/) m (~) m C\) (~) 
Yi (~) (-\) C1) c~;t) (-~~ ) m m (-\) C1) C~/) (-l) 
Yi 1 1 0 -1 -1 0 1 1 0 -1 -1 0 

2.4.5 Elimination for three-point eqnations with constant coefficients. We 
now turn again to the block-elimination method for three-point equations 
and consider a special case of such equations, namely: 

-Yj-1+CYj-Yj+I=Fj, l~j~N-l, 

Yo = Fo, YN = FN, 
(38) 

where C is a square M x M matrix, and Yj and Fj are unknown and given 
vectors of size M. 

In Section 4.1 it was shown that systems of three-point equations of 
the form (38) arise from Dirichlet difference problems for Poisson's equation 
on a rectangular grid defined in a rectangle, and where the matrix C is 
symmetric and tridiagonal. Further, in Section 2.4.2 it was shown that the 
block elimination method, which for (38) has the form 

O'j+1= (C - O'j)-t, j= 1,2, ... ,N -1, 0'1= 0, (39) 

(3j+1= O'j+1(Fj + (3j), j= 1,2, ... ,N -1, (31 = Fo, (40) 

Yi= a j+1 Yj+I + (3j+1, j= N - 1, N - 2, ... , 1, YN=FN, (41) 

is correct and stable. It was also shown there that the eigenvalues of the 
matrix C are greater than 2: 

(42) 
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Let us recall that, for the case of general three-point vector equations, the 
block elimination algorithm requires O( M3 N) arithmetic operations for the 
computation of the matrices a j, and O( M2 N) operations for the computation 
of the elimination vectors (3j and the solution Yj. To store the full and, 
generally speaking, non-symmetric matrices a j requires that we retain the 
M2(N + 1) elements of these matrices. Are these quantities reduced if the 
block elimination method is used to solve special three-point vector systems 
(38) with constant coefficients? 

For the above example, all the matrices a j will be symmetric due to the 
symmetry of the matrix C, but although C is tridiagonal, all the matrices 
aj, j ~ 2, will be full. Consequently, it is possible, taking into account the 
symmetry of the matrices a j, only to decrease the volume of the intermediate 
storage required, but not by more than a factor of two. The estimate for the 
number of arithmetic operations is not changed. 

We now construct a modification of the algorithm (39)-(41) which does 
not require auxiliary storage for saving intermediate information, and which 
can be realized in O(MN2) operations if we are solving the problem (38) 
with a tridiagonal matrix C. 

First of all we find an explicit form for the elimination matrices a j for 
any j. For this we express aj in terms of the matrix C using (39). Noting 
that 

(43) 

we find the solution of the non-linear difference equation (39) in the form 

(44) 

where Pj( C) is a polynomial in C of degree j. We rewrite (39) in the form 

and substitute here (44). We obtain the recurrence relation 

Pj(C) = CPj-l(C) - Pj-2(C), j ~ 2, 

or upon shifting the index by 1 and using (43) 

Pi+l(C) = CPj(C) - Pj-l(C), j ~ 1, 

Po (C) = E, P1(C) = C. 
(45) 

Thus, the formulas (45) fully determine the polynomial P;(C) for any j ~ o. 
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We now find the solution of (45). The corresponding algebraic polynomial 
satisfies the conditions 

Pj+l(t) = tPj(t) - Pj-l(t), j ~ 1, 

poet) = 1, Pl(t) = t. 

which form a Cauchy problem for a three-point difference equation with con­
stant coefficients. In Section 1.4.2, the solution Pj(t) = Uj(t/2) was found, 
where Uj(x) is the Chebyshev polynomial of the second kind of degree j 

{ 

sin«(j + 1) arccos x) . , 
U.(x) = smarccosx 

J sinh((j + 1) arccosh x) 
sinh arccosh x ' 

Ixl :::; 1 

Ixl ~ 1. 

Thus, an explicit expression for the elimination matrices D: j has been found: 

(46) 

This frees us from having to compute the elimination matrices D: j by the for­
mula (39), which formed the bulk of the computational work in the algorithm 
(39)-(41). In addition, the matrices D:j need not be remembered. 

We now look at the formulas (40) and (41). They involve multiplying 
the matrices D:j+l by the vectors Fj + (3j and Yj+l' We will now show that 
it is possible, without computing D:j by the formula (46), to determine the 
product of the matrix D:j and a vector. For this we require lemma 6, which 
we give without proof. 

Lemma 6. Suppose that the polynomial f n (x) of degree n has simple roots. 
The ratio of the polynomial gm(x) of degree m to the polynomial fn(x), where 
n > m and there are no common roots, can be represented in the form of a 
sum of n elementary fractions 

where x I is a root of f n (x) and f~ (x) is the derivative of the polynomial f n (x). 
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Using lemma 6, we find the decomposition in simple fractions of the ratio 
cp(x) = Uj-2(X)/Uj-l(X), j ~ 2. Since the roots of Uj-l(X) are 

and 

k7r 
x",=cos-., j=1,2, ... ,j-1, 

J 

by lemma 6 we have the following decomposition for cp( x): 

U. () j-l sin2 "'~ ( k )-1 _ 1-2 X _ -----L. ~ 
cp( x) - U. () - L . x - cos . 1-1 X "'=1 J J 

(47) 

From (46) and (47) there follows yet another representation for the matrices 
G: j, which we shall also use 

j-l ( k )-1 
G: j = L a"'j C - 2 cos --;. E , 

"'=1 J 

2sin2 "'?" 
a"'j = . 1, j ~ 2. 

J 
(48) 

Using (48), the product of the matrix G:j and the vector Y can be effected by 
the following algorithm: for k = 1,2, ... , j - 1 solve the equation 

( C - 2 cos k; E) V", = a"'j Y, (49) 

where G:"'j is defined in (48), and the result G:jY is obtained by summing the 
vectors V", 

j-l 

G:jY = LV",. 
k=1 

(50) 

We remark that by (42) the matrix C - 2 cos "'I E is non-singular and also 
tridiagonal whenever C is. In this case, each of the equations (49) is solved in 
O( M) arithmetic operations using the scalar three-point elimination method 
described in Section 2.1. Consequently, to solve all the problems (49) and also 
to compute the sum (50) requires O(Mj) operations. Since in (40) and (41) 
the product of the matrix G: j and a vector is computed for j = 2,3, ... , N, the 
modified block elimination method (40), (41) and (49), (50) requires O(M N2 ) 

arithmetic operations. 
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Thus, the modified block elimination method constructed above allows us 
to solve a Dirichlet difference problem for Poisson's equation in a rectangle 
using O(MN2) arithmetic operations. The reduction in the number of op­
erations in comparison with the original algorithm (39)-(41) is achieved by 
taking into account the specifics of the problem being solved. 

In the next two chapters we will look at other direct methods for solving 
the indicated problem and its related difference problems which will require 
even fewer operations than the method constructed here. 
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Chapter 3 

The Cyclic Reduction Method 

In this chapter we study a method for solving special grid elliptic equations 
- the cyclic reduction method. This direct method allows us to find the 
solution to a Dirichlet problem for Poisson's equation in a rectangle using 
O(N21og2 N) arithmetic operations, where N is the number of grid nodes in 
any direction. 

In Section 1 we state the boundary-value difference problems which can 
be solved using the cyclic reduction method. In Section 2 the algorithm is 
described for the case of a boundary-value problem of the first kind, and in 
Section 3 sample applications of the method are given. In Section 4 we give 
a generalization of the method for the case of general boundary conditions. 

3.1 Boundary-value problems for three-point vector equations 

3.1.1 Statement ofthe boundary-value problems. In Chapter 2 we constructed 
the scalar and block elimination methods to solve three-point scalar and 
vector equations. The block elimination method requires O(M3 N) arithmetic 
operations for equations with variable coefficients, where N is the number of 
equations, and M is the dimension of the vector of unknowns (the number 
of unknowns in the problem is equal to M N). For special classes of vector 
equations corresponding, for example, to a Dirichlet problem for Poisson's 
equation in a rectangle, a modification of the block elimination algorithm 
was presented. This algorithm allows the number of operations to be reduced 
to O(MN2). 

This chapter is devoted to the further study of direct methods for solving 
special vector equations obtained from difference schemes for the simplest el­
liptic equations. We will construct the cyclic reduction method, which enables 
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us to solve the basic boundary-value problems in O(MNlog2 N) arithmetic 
operations. If we ignore the weak logarithmic dependence on N, the number 
of operations for this method is proportional to the number of unknowns 
M N. The creation of this method is an essential step in the development of 
both direct and iterative methods for solving grid equations. 

We will formulate boundary-value problems for three-point vector equa­
tions which can be solved using the cyclic reduction method. We will consider 
the following problems: 

(1) A boundary-value problem of the first kind. 

We must find the solution of the equation 

-Yj-l + CYj - Yj+l = Fj, 1 ~j ~ N -1, 

which takes on the following values for j = ° and j = N 

Yo = Fo, 

(1) 

(2) 

Here Yj is the ph vector of unknowns, Fj is the given right-hand side, and 
C is a given square matrix. 

(2) Boundary-value problems of the second and third kinds. 

We seek the solution to equation (1) which satisfies the following boundary 
conditions for j = ° and j = N: 

(C + 20:E)Yo - 2Y1 = Fo, 
-2YN- 1 + (C + 2{JE)YN= FN, 

j =0, 
j=N, (3) 

where 0: ~ 0, {J ~ 0. If 0: = {J = 0, the formulas (3) give boundary conditions 
of the second kind. We will also consider mixed boundary conditions, for 
example, a boundary condition of the first kind for j = 0, and a condition of 
the second or third kind for j = N. 

(3) A periodic boundary-value problem. 

We must find the solution of the equation - Yj-l + CYj - Yj+1 = Fj which is 
periodic, YN +j = Yj. It is assumed that the right-hand side Fj is also periodic, 
FN+j = Fj. This problem can be formulated in the following equivalent form: 
find the solution of 

-Yj-l + CYj - Yj+l= Fj, 
-YN-l + CYo - Yi= Fo, 

l~j ~ N -1, 
YN= Yo. (4) 

This sort of equation arises from difference schemes for elliptic equations 
in curvilinear orthogonal coordinate systems: i.e., in cylindrical, polar, and 
spherical systems. 
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In addition to the basic vector equation (1) containing one matrix C, 
we will also consider a boundary-value problem of the first kind for the more 
general equation 

BYj-l + AYj - BYj+l = Fi> 

Yo = Fo, YN = FN 

1 ~ j ~ N -1, 
(5) 

with square matrices A and B. A similar form of problem arises when solv­
ing a high-accuracy Dirichlet difference problem for Poisson's equation in a 
rectangle. 

We now formulate requirements on the matrices C, A, and B which 
guarantee the applicability of the cyclic reduction method for the problems 
(1)-(5). For problems (1)-(4) we will assume that (CY, Y) ~ 2(Y, Y) for any 
vector Y, and for problem (5) that (AY, Y) ~ 2(BY, Y) > O. Here the usual 
vector inner-product is used. 

3.1.2 A boundary-value problem of the first kind. We begin our study of the 
cyclic reduction method with a description of grid boundary-value problems 
for elliptic equations which can be written in the form of the special vector 
equations (1)-(5). Suppose that we have introduced the grid w = {Xij = 
(ihl,jh2) E G, 0 ~ i ~ M, 0 ~ j ~ N, hI = ldM, h2 = 12/N} with 
boundary 'Y in the rectangle G = {O ~ Xa ~ la, a = 1, 2}, and that we wish 
to solve a Dirichlet difference problem for Poisson's equation 

YXIXl + Y X2X2= -<p(x) 
y(x)= g(x), 

x E w, 
x E 'Y. (6) 

In Section 2.4 it was shown that problem (6) can be written in the form 
(1), (2) where Yj is the vector of dimension M -1 whose components are the 
values of the grid function y( i, j) = y( Xij) at the inner nodes of the jth row 
of the grid w: 

Yj = (y(l, j), y(2, j), ... ,y(M - 1, j))T , o ~ j ~ N. 

C is a square matrix of dimension (M - 1) x (M - 1) which corresponds to 
the difference operator A, where 

Ay= 2y - h~yxlxl' 
y=O, 

hI ~ Xl ~ It - hb 
Xl = 0,11 , (7) 

The right-hand side Fj is the vector of dimension M - 1 defined as follows: 
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(1) forj=I,2, ... ,N-l 

Fj = (h~cp(I,j), h~cp(2,j), . .. , h~cp(M - 2,j), h~cp(M - I,j)) T , (8) 

where 

cp(I,j) = cp(I,j) + :2 g(0,j), 
1 

cp(M -I,j) = cp(M -I,j) + :2 g(M,j); 
1 

(2) for j = O,N 

Fj = (g(I,j),g(2,j), ... ,g(M _I,j))T. (9) 

From (7) it follows that the matrix C is a symmetric tridiagonal matrix 
in this example. 

We now consider a more complex difference problem which can also be 
written in the form of the equations (1), (2). Suppose that it is necessary to 
find the solution on the grid w of the Poisson difference equation 

x Ew, (10) 

satisfying third- or second-kind boundary conditions on the sides Xl = ° and 
Xl = it 

2 2 
hI YXl + YX2 X2 = hI 1"-1 Y - cp, Xl = 0, (11) 

2 2 
- hI YXl + YX2 X2 = hI II:+1Y - cp, (12) 

h2 ~ X2 ~ 12 - h2 

and first-kind boundary conditions on the sides X2 = 0, X2 = 12 : y(x) = g(x), 
x2 = 0, 12 , 0 ~ Xl ~ it. In order to be able to write this problem in the 
form (1), (2) with a matrix C which does not depend on j, it is necessary to 
assume that 1I:±1 = constant. 

We now bring this problem into the form (1), (2). To do this we multiply 
(10)-(12) by (-hD and write out the difference derivative YX 2 X 2 at a point 
for j = 1,2, ... , N - 1. We obtain the following equations: 

(1) for i = ° 
-y(O,j - 1) + 2 [(1 + ~: 11:-1) y(O,j) - ~: YXl (O,j)] 

- y(O,j + 1) = h~cp(O,j); 
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(2) for i = 1,2, ... , M - 1 

-y(i,j -1) + [2y(i,j) - h~Yilxl (i,j)] - y(i,j + 1) = h~cp(i,j); 

(3) for i = M 

-y(M,j - 1) + 2 [ (1 + ~: 1£+1) y(M,j) + ~: Yi l (M,j)] 

- y(M,j + 1) = h~cp(M,j). 

We denote 

Yj = (y(O,j), y(I,j), ... , y(M,j)f, 0::::; j ::::; N, 

Fj = (h~cp(O,j), h~cp(l,j), ... , h~cp(M - I,j), h~cp(M,j){, (13) 

Fj = (g(O,j),g(I,j), ... ,g(M,j)f, j = O,N. 

With this notation, the resulting equations are written in the form (1), 
(2), where the square matrix C of dimension (M + 1) x (M + 1) corresponds 
to the difference operator A: 

Xl = 0, 

Ay= (14) 

Here again we have come across a case where C is a tridiagonal matrix. Posing 
boundary conditions of the third kind (11), (12) on the sides Xl = 0, h in place 
of boundary conditions of the first kind only leads to a different definition of 
the operator A - in place of (7) we have (14). The form of the equations (1) 
and the boundary conditions (2) is not changed. IT boundary conditions of 
the first kind y(x) = g(x) is given in place of (11) for Xl = 0, and as before 
the condition (12) is given for Xl = II, then the resulting difference problem 
also reduces to (1), (2). In this case 

Yj= (y(I,j),y(2,j), ... ,y(M,j))T, O::::;j::::; N, 

Fj= (h~cp(l,j), h~cp(2,j), ... , h~cp(M - I,j), h~cp(M,j))T, 1::::; j ::::; N - 1, 

where 

cp(l,j) = cp(I,j) + ;2 g(0,j), 
1 
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cp(M,j) is the change in the corresponding point of the right-hand side cp 
in (12), and the square matrix C corresponds to the difference operator A, 
where 

(15) 

and y = 0 for Xl = o. 
If a boundary condition of the first kind is given for Xl = 11, and the 

boundary condition of the third kind (11) is given for Xl = 0, then in (1), (2) 

where 

lj = (y(O,j), y(2,j), ... , y(M - 1,j)?, 05, j 5, N, 

Fj = (h~cp(O,j), h~'P(I,j), ... , h~'P(M - 2,j), h~cp(M -1,j){, 

15, j 5, N -1, 

cp(M - 1,j) = 'P(M - 1,j) + ~2g(M,j) 
1 

and the matrix C corresponds to the difference operator A, where 

Xl = 0, 

and y = 0 for Xl = 1 - l. 

(16) 

Thus, we have shown that, if a boundary condition of the first kind is 
given in the direction X2, and any combination of first-, second-, or third­
kind boundary conditions is given in the direction Xl, then the difference 
schemes for Poisson's equation in a rectangle can be written in the form of a 
boundary-value problem of the first kind for the three-point vector equations 
(1), (2). The matrix C is defined with the aid of the difference operator A 
which, depending on the type of boundary condition on the sides Xl = 0 and 
Xl = II, is given by the formulas (7), (14)-(16). 

3.1.3 Other boundary-value problems for difference equations. The type of 
boundary conditions for equation (1) fully determines the type of boundary 
conditions for the difference equation (10) on the sides of the rectangle X2 = 0 
and X2 = 12 • We have looked at the case where boundary conditions of the 
first kind were given on these sides. 



3.1 Boundary-value problems for three-point vector equations 123 

We will look now at other boundary-value problems for equation (10) 
which lead to the vector equations (1), (3). Suppose that we are required to 
find the solution of a boundary value problem of the third kind for Poisson's 
difference equation on the rectangular grid w defined above. The difference 
scheme has the following form: 

YZ1 Z l+YZ2 Z 2 = tp(x), 
2 2 

hI YZ 1 +Yz2 z 2 = hI "'-IY - cp, 
2 2 

- hI YZ l +Yz2 Z 2 = hI "'+IY - cp, 
2 2 

YZ 1 Z 1 + h2 Yz 2 = h2 "'-2Y - cp, 
22_ 

YZ1 Z 1 - h2 Yz 2 = h2 "'+2Y - tp, 

x Ew, 

XI= 0, 

At the corners of the grid, the approximation has the special form: 

2 2 (2 2) 
hI YZ 1 + h2 Yz 2 = hI "'-1 + h2 "'-2 Y - cp, XI= 0, X2= 0, 

2 2 (2 2) 
- hI YZl + h2 Yz 2 = hI "'+1 + h2 "'-1 Y - cp, Xl = II, X2= 0, 

2 2 (2 2) 
hI YZ 1 - h2 Yz 2 = hI "'-1 + h2 "'+2 Y - cp, XI= 0, x2= 12, 

- :1 YZ 1 - :2 Yz 2 = (:1 "'+1 + :2 "'+2) Y - cp, Xl = 11, X2= 12, 

Here it is assumed that "'±a = constant, a = 1,2. 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

We will show that problem (17)-(24) reduces to (1), (3). In fact, denoting 
by Y; the vector of dimension M + 1 

Y; = (y(O,j), y(l,j), ... , y(M,j»T, 05:j5:N 

and defining the right-hand side Fj for j = 1,2, ... , N - 1 by the formulas 
(13), we obtain from (17) and (18), as in the previous section, equation (1) 
with a matrix C which corresponds to A from (14). It remains to show that the 
conditions (19)-(24) can be written in the form of the boundary conditions 
(3). 

We multiply (19), (21) and (22) by (-hn and write out the difference 
derivative YZ 2 at a point. We obtain: 
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(l)fori=O 

2 [ (1 + ~: K-I ) y(O,O) - ~: YZ l (0,0)] 

+ 2h2K_2Y(0, 0) - 2y(0, 1) = h~<p(O, 0), 

(2) for i = 1,2, ... ,M-l 

[2y(i, 0) - h~YflZl (i, 0)] + 2h2K_2y(i, 0) - 2y(i, 1) = h~<p(i, 0), 

(3) for i = M 

2 [(1+ ~:K+l)Y(M,O)+ ~:Yfl(M,O)] 
+ 2h2K_2y(M,0) - 2y(M, 1) = h~<p(M,O). 

If we denote a = h2K_2, then these equations can be written in vector form 

(C + 2aE)Yo - 2YI = Fo, 

where Fo = (h~<p(O, 0), h~<p(I, 0), ... , h~<p(M, 0)) T. 
Analogously, we obtain from (20), (23), and (24) the equation 

(25) 

where we have denoted (3 = h2K+2 and FN = (h~<p(O, N), h~<p(I, N), .. . , 
h~<p(M, N){. Thus, the difference scheme (17)-(24) has been reduced to 
problem (1), (3). 

We look now at the case where some combination of boundary conditions 
is given on the sides of the rectangle G. As was remarked above, the problem 
differs from (18) in the boundary conditions on the sides Xl = 0 and Xl = It, 
but this only has an effect on the definition of the matrix C. If a boundary 
condition of the first kind is given for X2 = 0, i.e., in place of (19), (21) and 
(22) we have y(x) = g(x), X2 = 0, then the condition (25) must be changed 
to the condition Yo = Fo, where Fo = (g(O, 0), ... , g(M, O))T. In this case, 
the three-point vector boundary-value problem has the form 

-lj-l + Clj - lj+l = Fi' 
Yo = Fo, 

-2YN-I + (C + 2(3E)YN = FN· 

1 ~j ~ N -1, 

(26) 

We also obtain an analogous system in the case when a boundary condition 
of the first kind is given on the side X2 = 12 , and a boundary condition of the 
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third kind is given on the side X2 = o. In this case the vector boundary-value 
problem has the form 

-Yj-l + CYj - Yj+I = Fi , 

(C + 2aE)YQ - 2YI = Fo, 
1 ~ j ~ N -1, 

YN = FN . 
(27) 

We looked at examples of boundary-value problems for Poisson's differ­
ence equation in a rectangle and showed that they correspond to the vector 
boundary-value problems (1), (2) or (1), (3), or (26), (27) with a correspond­
ing tridiagonal matrix C. 

Difference schemes for more complex elliptic equations in both Carte­
sian and curvilinear orthogonal coordinate systems also lead to such vector 
boundary-value problems. We will give some examples. In a Cartesian system, 
the basic boundary-value problems for an elliptic equation are 

xE G, 

where the coefficients depend only on one variable. In this case, we can in­
troduce into the rectangle G the rectangular grid w with uniform step h2 in 
the direction X2 and arbitrary non-uniform steps in the direction Xl' 

In cylindrical coordinate systems, these examples are boundary-value 
problems for Poisson's equation in a finite circular cylinder or tube in the 
presence of axial symmetry: 

.!~ (r 8u) + 82u = _ fer, z) 
r 8r 8r 8z2 

o ~ ro < r < R, 0 < z < l. 

In this case, an arbitrary non-uniform grid can be introduced in the 
direction r, but a grid with constant step h2 is introduced in the direction z. 

If we must find the solution of Poisson's equation on the surface of a 
cylinder, i.e., 

then the corresponding difference problem reduces to the periodic vector 
boundary-value problem (4), where it is possible to have an arbitrary non­
uniform grid in the direction z. 
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In polar coordinates, admissible examples are difference schemes for Pois­
son's equation in a circle, a ring, and a circular or ring sector 

1 {) (Ou) 1 {)2u 
;:- Or r Or + r2 {)r.p2 = - f(r, r.p), (r,r.p) E G. 

For the circle and the ring, the difference scheme leads to the periodic 
problem (4), and for the sectors - to the problems (1), (2) or (1), (3). Here 
it is possible to introduce a non-uniform grid in the direction r. 

The difference scheme for Poisson's equation on the surface of a sphere 
of radius R: 

also leads to the periodic boundary-value problem (4). 

3.1.4 A high-accuracy Dirichlet difference problem. We look now at an exam­
ple of a difference scheme which leads to (5), a more general vector equation 
than (1). On the rectangular grid iiJ = {Xij = (ih l ,jh2 ) E G, 0 :::; i :::; M, 
0:::; j :::; N, hIM = h, h2N = 12}, we write the Dirichlet difference problem 
for the high-accuracy Poisson's equation 

h~ + h~ 
YZ1Zl + YZ 2 Z 2 + 12 YZ 1 Z 1 Z 2 Z 2 = -r.p(x), 

y(x) = g(x), 

x Ew, 

x E 'Y. 
(28) 

The solution of the difference scheme (28) with a corresponding choice 
of right-hand side r.p( x) converges at rate O( ht + h~) to a sufficiently smooth 
solution of the differential problem if hI i= h2, and at rate O(h6) if hI = h2 = 
h. 

We shall reduce (28) to a boundary-value problem for a vector three­
point equation 

-Blj-I + Alj - Blj+1 = Fj , 

Yo = Fo, Y N = FN. 

1:::; j:::; N -1, 
(29) 

To do this, it is necessary to multiply (28) by (-h~), write out the difference 
derivative 



3.1 Boundary-value problems for three-point vector equations 127 

at a point, and use the notation 

where 

Yj = (y(l,j), y(2,j), ... , y(M - 1,j)?, 

Fj = (h~~(l,j), h~<p(2,j), ... , h~<p(M - 2,j), h~~(M _l,j»T, 

l:::;j:::; N -1, 

~(l,j) = <p(l,j) + h~ (g(O,j) + h~ ~ h~ 9i2X2(0,j») , 

~(M -l,j) = <p(M -l,j) + :~ (9(M,j) + h~ ~h~9i2X2(M,j») 

and 
Fj = (g(1,j),g(2,j), ... ,g(M -l,j)?, j =O,N. 

In this case, the matrices B and A correspond to the difference operators Al 
and A, where 

h~ + h~ 
A1y= Y + 12 YilXll 

5h~ - h~ 
Ay= 2y - 6 Yilxl' 

and Y = 0 for Xl = 0 and Xl = 11. These matrices are tridiagonal and, as is 
easily verified, they commute. 

The boundary-value problem (29) can be reduced to problem (1), (2). 
To do this, each of the equations (29) must be multiplied on the left by B-1, 
if the inverse of matrix B exists. We now find a sufficient condition for the 
existence of B-1 • Cleraly, an inverse to the matrix B exists if the system of 
linear algebraic equations 

BY=F (30) 

has a unique solution for each right-hand side F. 

Using the definition of the matrix B, (30) can be written in the form of 
a difference scheme 

(31) 
y(O) = Y(ll) = o. 



128 Chapter 3: The Cyclic Reduction Method 

In Section 2.1 it was shown that, if the scheme (31) satisfies the sufficient 
conditions for the stability of the elimination method, then the solution of 
equation (31) exists and is unique for any right-hand side j, and this solution 
can be found by the elimination method. Writing out the difference derivative 
YX1%1 at a point, we write (31) in the form of the scalar three-point equations 

-AiYi-1 + GiYi - BiYi+1 = Fi, 1 ~ i ~ M -1, 
(32) 

Yo = 0, YM=O, 

where 

Recall that for (31) the sufficient conditions for the stability of the elim­
ination method have the form IGil ~ IAil + IBil, i = 1,2, ... ,M -1. From 
these conditions we find that the matrix B has an inverse if the steps for the 
grid w satisfy the relation h2 ~ V2h 1 • IT this condition is satisfied, problem 
(29) can be reduced to problem (1), (2) with G = B-1 A. 

3.2 The cyclic reduction method for a 
boundary-value problem of the first kind 

3.2.1 The odd-even elimination process. We move on now to a description of 
the cyclic reduction method. We begin with a boundary-value problem of the 
first kind for three-point vector equations 

-Yj-1 + GYj - Yj+1 = Fi , 

Yo=Fo, YN=FN. 

1 ~j ~ N -1, 
(1) 

The idea behind the cyclic reduction method for solving the problem 
(1) consists of sequentially eliminating from equation (1) the unknowns Yj 
first with odd indices j, then with indices j which are multiples of 2, then 
4, and so forth. Each step of the elimination process reduces the number of 
unknowns, and if N is a power of 2, i.e. N = 2n , then at the end of the 
elimination process there remains one equation, from which it is possible to 
find YN/2. The reverse path of the method involves sequentially finding the 
unknowns Yj first with indices j divisible by N/4, then N18, N/16, and so 
forth. 

Clearly, the cyclic reduction method is a modification of the Gaussian 
elimination method applied to the problem (1), in which the elimination of 
the unknowns is carried out in a special order. Recall that, unlike in this 
method, the elimination of the unknowns is carried out in the natural order 
in the block elimination method. 
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Thus, suppose N = 2n, n > O. For convenience we introduce the follow-
. t t' . C(O) - C F(O) - F· . - 1 2 N 1 d 't (1)' lng no a IOn. -, i - J, J - , , ... , -, an we wn e 10 

the form 

_yo 1 + C(O)y - Y+1 = F~O) 
)- J) J' 

(1') 
Yo = Fo, 

We look now at the first step of the elimination process. At this step, we 
eliminate the unknowns lj with odd indices j from the even-numbered equa­
tions of the system (1'). To do this, we write out three successive equations 
from (1'): 

-lj-2 + C(O)lj_l - lj = FJ~l' 
-y 1 + C(O)y - Y+l = F~O) )- J J )' 

-lj + C(0)Yj +1 - lj+2 = FJ~l' j = 2,4,6, ... ,N -2. 

We multiply the second equation on the left by C(O) and add together all 
three of the resulting equations. We then have 

-y 2 + c(1)y - Y+2 = F(l) 
J- J J J' j =2,4,6, ... ,N -2, 

(2) 
Yo = Fo, 

where 

C(1) = [C(0)]2 - 2E, 

F~l) = F~O) + C(O) F~O) + F(O) 
J J-l J J+l' j = 2,4,6, ... ,N -2. 

The system (2) only contains the unknowns Yj with even indices j, the 
number of unknowns in (2) is equal to N/2 -1, and if this system has been 
solved, then the unknowns Y j with odd indices can be found using (1') from 
the equations 

C(O)y - F(O) Y y 
j - j + j-l + HI. j = 1,3,5, ... ,N - 1 (3) 

where the right-hand side is now known. 

Thus, the original problem (1') is equivalent to the system (2) and the 
equations (3), where the structure of the system (2) is analogous to the 
original system. 
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At the second step of the elimination process, we eliminate the unknowns 
with indices j divisible by 2 but not by 4 from the equations of the "reduced" 
system (2) whose index is divisible by 4. By analogy with the first step, we 
take three equations from the system (2): 

-}j-4 + C(1)}j_2 - }j = FJ~2' 
-y 2 + C(l)y - Y'+ 2 = F~l) 

)- )) )' 

-}j + C(l)}j+2 - }j+4 = FJ.!!2' j =4,8,12, ... ,lV -4, 

we multiply the second equation on the left by C(l), and add all three equa­
tions together. As a result we obtain a system of lV /4 -1 equations containing 
the unknowns }j with indices divisible by 4: 

- Y 4 + C(2)Y· - Y+4 = F~2) 
)- )) )' j = 4,8,12, ... ,lV -4, 

Yo = Fo, 

the equations C(1)}j = FP) + }j-2 + }j+2, j = 2,6,10, ... , lV - 2 are used to 
find the unknowns with indices divisible by 2 but not by 4, and the equations 
(3) are used to find the unknowns with odd indices. Here the matrix C(2) 
and the right-hand sides F?) are defined by the formulas 

C(2) = [C(1)]2 - 2E, 

F(2) = F~l} + C(1) F~l} + F~l} 
) )-2 ) )+2' j =4,8,12, ... ,lV -4. 

This process of elimination can be continued. At the end of the l-th step 
we obtain a reduced system for the unknowns with indices divisible by 2': 

Y C(I)y Y - F(I) 
- j-2' + j - i+2' - i ' (4) 

Yo = Fo, 

and a group of equations 

C(k-l)y _ F(k-l) Y Y 
i - i + i-2 k - 1 + i+2 k - 1 , 

j = 2k-l, 3. 2k- 1 , 5. 2k- 1 , ... , lV _ 2k-l, 
(5) 

which we solve sequentially for k = I, I - 1, ... ,Ito find the remaining un­
knowns. The matrices C(k) and the right-hand sides Fy) are found using the 
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recurrence formulas 

c(1t;) = [C(I:-l) r -2E, 

F~I:) = F~I:-l) + C(I:-l) F~I:-l) + F~I:-l) 
1 1-2.-1 1 1+2.-1, 

(6) 

j = 21:,2 . 21: ,3 . 21:, ... , N - 21: , 

for k = 1,2, .... 

From (4) it follows that after the (n - 1 )-st elimination step (I = n - 1) 
there remains one equation for 1'2n-1 = YN / 2 : 

e(n-l)l'j = FJn-l) + l'j_2n - 1 + l'j+2n - 1 = FJn-l) + Yo + YN, j = 2n-l, 

Yo=Fo, YN=FN 

with a known right-hand side. Joining this equation with (5), we discover 
that all the unknowns can be found sequentially from the equations 

e(l:-l)v F(I:-l) v v 
Zj= j +Zj_2.-1+Zj+2.-1, 

. - 21:-1 3.21:-1 5.21:-1 N _ 21:-1 J - , , , ... , , 

Yo=Fo, YN=FN, 

k =n,n- 1, ... ,1. 
(7) 

Thus, the formulas (6) and (7) fully describe the cyclic reduction method. 
The right-hand sides are transformed using the formulas (6), and the solution 
of the original problem (1) is found from equations (7). 

We call this method the cyclic (complete) reduction method since here 
we sequentially reduce the number of equations in the system to the point 
where there remains only one equation for Y N /2' In the method of incomplete 
reduction which will be looked at in Chapter 4, only a partial reduction in 
the order of the system is achieved and the "reduced" system is solved by a 
special method. 

3.2.2 Transformation of the right-hand side and inversion of the matrices. 
Computing the right-hand side F?) using the recurrence formulas (6) can 

lead to accumulation of rounding error if the norm of the matrix C(I:-l) is 
greater than one. In addition, the matrices e(l:) are, generally speaking, full 
matrices even when the original matrix C(O) = e is tridiagonal. This essential 
fact leads to an increase in the volume of computational work when F?) is 
computed using the formulas (6). For the examples considered in Section 3.1, 
the norms of the matrices are considerably greater than one, and so the 
algorithm for the method will be computationally unstable. 
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In order to get around this difficulty, we will not compute the vectors 
F?)j instead we will compute the vectors p~k), which are related to the F?) 
by the following relations: 

k-1 

F?) == II C(/)p~k)2k, (8) 
1=0 

where we formally set 
-1 

II C(I) = E, 

1=0 

since p~o) == FJO) == Fj. 

We now find recurrence relations for the p~k). To do this, we substitute 
(8) in (6). Taking into account that C(I) is a non-singular matrix for any 1, 
from (6) we obtain 

or 
2C(k-1) (k) _ (k-l) + C(k-l) (k-l) + (k-l) 

Pj - Pj_2k-1 Pj Pj+2k-1' (9) 

Denoting s~k-l) = 2P?) - p~k-1), we obtain from (9) that p~k) can be found 
sequentially from the following formulas: 

C(k-l) (k-l) _ (k-1) + (k-l) 
Sj - Pj _ 2k-l Pj +2k-1l 

j = 2k, 2 . 2k, 3 . 2\ ... , N - 2k, 

(k) _ 0 5 ( (k-l) + (k-l») 
Pj - . Pj Sj , 

k (0) - F = 1,2, ... ,n-1, Pj = j. 

(10) 

The recurrence relations (10) involve the addition of vectors, the multi­
plication of a vector by a scalar, and the inversion of the matrices C(k-l). 

It remains now to eliminate F?) from the equations (7). Substituting 
(8) in (7) we obtain 

k-2 

C(k-l)Yj = 2k- 1 II C(/)p~k-1) + Yj_2k-1 + Yj+2k-1, 

1=0 

Yo = Fo, YN = FN , 

. - 2k - 1 3. 2k - 1 N _ 2k - 1 J - , , ... , , k = n,n- 1, ... ,1. 

(11) 
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Here also it is necessary to invert the matrices C(k-l) but, in addition, the 
operation of multiplication of a matrix by a vector appears in the right-hand 
side of (11). In the algorithm examined below, a method of inverting the 
matrix C(k-l) is used which allows us to avoid the undesirable operation 
of matrix-vector multiplication, and the realization of (11) reduces to the 
inversion of matrices and the addition of vectors. 

We look now at the question of inverting the matrices C(k-l) defined by 
the recurrence relations (6) 

C(k) = [C(k-l)] 2 _ 2E, k = 1,2, ... , C(O) = C. (12) 

From (12) it follows that C(k) is a monic polynomial of degree 2k in the 
matrix C. This polynomial is a Chebyshev polynomial and can be expressed 
in the following way: 

k = 0, 1, ... , (13) 

w here Tn ( X ) is the Chebyshev polynomial of first kind of degree n (see Section 
1.4.2): 

In fact, using the properties of the polynomial Tn(x) 

(13) follows directly from (12). 

Further, using the relation 

k-2 

II 2T21(X) = U2k-l_l(X), 
1=0 

Ixl ~ 1, 

Ixl 2: 1. 

connecting the Chebyshev polynomials of the first kind with the polynomials 
of the second kind Un(x), where 

{ 

sin((n + 1) arccos x) 
Un(x) = sin(arccosx) , 

1 [(x + v'x2=-i)n+l _ (x + Jx2 - l)-(n+l)] 
2Jx2 -1 ' 

Ixl ~ 1, 

Ixl 2: 1, 
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it is easy to compute the product of the polynomials C(l) 

k-2 ( ) (I) 1 II c = U2~-1_l 2C . 
1=0 

k-l 
Thus, an explicit expression has been obtained for C(k) and n C(l). 

1=0 

(14) 

In the following, we require lemma 6 (see Section 2.4.1). According to 
lemma 6, any ratio gm (x) J f n (x) of polynomials without common roots where 
n > m and where fn(x) has simple roots can be expanded in elementary 
fractions in the following fashion: 

gm(X) _~~ 
fn(x) - (;tX-Xl' 

where Xl are the roots of the polynomial fn(x). 

We shall use lemma 6 to expand the ratios 1JTn(x) and Un-l(x)JTn(x) 
in elementary fractions. The roots of the polynomial Tn(x) are known: 

(21- 1) 
Xl = cos 2n 11", 1 = 1,2, ... ,n, (15) 

and at these points the polynomials Un-leX) take on non-zero values 

U () _ sin(narccosxl) _ (-1)'+1 
n-l Xl - . - '?1-1" sm( arccos XI) sin ~11" 

2n 

1 = 1,2, ... ,no 

Therefore, using the relation T~(x) = nUn-leX), we obtain from lemma 6 the 
following expansions: 

1 n (_1)l+lsin(21;~)'" 

Tn(x) = ~ n(x - xl) , 

Un-leX) ~ 1 
Tn(x) = (;t n(x - XI)' 

where Xl is defined in (15). The necessary expansion has been found. 

We obtain now an expression for the matrices [C(k-l)] -1 and 

k-2 
[C(k-l)] -1 II C(I) 

1=0 

(16) 

(17) 
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in terms of the matrix C. Taking into account the expansions for the algebraic 
polynomials (16), (17), from (13) and (14) we obtain 

-1 2'-1 -1 

[C(k-1)] " (C 2 (21- 1)71" E) = L..J 0!1,k-1 - cos 2k ' 
1=1 

These relations allow us to write in the following form both the formulas (10): 

2.- 1 

(k-1) " C-1 (k-1) (k-1») 
si = L..J 0!1,k-1 l,k-1 Pi-2.- 1 + Pi+2.- 1 , 

1=1 

(0) - F 
Pi = i, 

j = 2k, 2. 2k, 3· 2k, . .. , N - 2k, k = 1,2, ... ,n - 1, 

and the formulas (11): 

2.- 1 

Yj = L C,~L1 [p]k-1) + 0!1,k-1 (Yj_2.-1 + Yi+2.-1)] , 
1=1 

Yo=Fo, YN=FN, 

j = 2k- 1 , 3. 2k- 1 , 5· 2k- 1, . .. ,N _ 2k- 1 , 

k = n, n - 1, ... ,1, 

where we have denoted 

(21- 1)71" 
C' ,k-1 = C - 2 cos 2k E, 

(_l)'H . (21- 1)71" 
(}I,k-1 = 2k- 1 sm 2k 

(18) 

(19) 

(20) 

Thus, the resulting formulas (18), (19) describe the cyclic reduction 
method for solving the problem (1). These formulas contain only the op­
erations of addition of vectors, multiplication of a vector by a scalar, and 
inversion of matrices. 
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Notice that if C is a tridiagonal matrix, then any matrix C',k-l will also 
be tridiagonal. The problem of inverting such matrices was solved in Chap­
ter 2. Further, ifthe matrix C satisfies the condition (CY, Y) 2': 2(Y, Y), then 
it follows from (20) that the matrices C"k will be positive definite and conse-

quently will have bounded inverses. Then from the expansion of [C(k-l)r1 

we obtain that the matrices C(k-l) are non-singular for any k 2': 1. Recall 
that this assumption was used to obtain the formulas (10). 

3.2.3 The algorithm for the method. The formulas (18), (19) obtained above 
serve as a basis for the first algorithm of the method. We shall look first at 
which intermediate quantities must be computed at which stage and then 
remembered for subsequent use. 

An analysis of the formulas (19) shows that for fixed k, the vectors p;k-l) 

with indices j = 2k- 1 , 3· 2k- 1 , ... , N - 2k- 1 are used to compute Yj. Any 

vector p;/) with the same index j but with index 1 less than k -1 is auxiliary 

and is only stored temporarily. Therefore the vectors Pjk) defined at the k­

th stage by (18) can be overwritten on the vectors p;k); it is also possible 
to overwrite the unknowns Yj computed using (19). The method does not 

require any auxiliary computer storage - all the vectors p;k) can be stored 
in place and then overwritten by the Yj. 

We shall illustrate the organization of the computations in this algorithm 
with an example. Suppose N = 16 (n = 4). In figure 1 we indicate the 

sequence of computation and the storing of the vectors p;k). A shaded square 

denotes that for this value of the index k, the vector p;k) with corresponding 
index j is stored for later use. Correspondingly, an unshaded square denotes 
that Pjk) is auxiliary and is stored only temporarily. The arrows indicate 

which vectors pjk-l) are used to compute Pjk). 

k 

o 
1 

2 

3 

Figure 1. 
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Figure 2. 

At the end of the forward path of the method, we will have stored the 
following vectors p?): 

(0) (1) (0) (2) (0) (1) (0) (3) (0) (1) (0) (2) (0) (1) (0) 
PI ,P2 ,P3 ,P4 ,Ps ,P6 ,P7 ,Ps ,P9 ,PIO ,Pll ,PI2 ,PI3 ,PI4 ,PIS' 

They are used to compute Yj on the reverse path of the method. 

In figure 2 we indicate the computation sequence for the unknowns Yj 
(symbolically denoted by 0). The arrows indicate which Yj's were found at 

the preceding step and which pjk-I) (symbolically denoted by.) were used 
to compute Yj for a given k. 

We move on now to a description of the algorithm for the cyclic reduction 
method. Using (18), the forward path of the algorithm is realized as follows: 

1) Initially set pjO) = Fj, j = 1,2, ... , N - 1. 

2) For each fixed k = 1,2, ... ,n - 1 and for fixed j = 2k, 2.2\ ... ,N - 2k 
initially compute and store the vectors 

(21) 

Then for 1= 1,2, ... ,2k- I solve the equations 

CI,k-I VI = O:'I,k-I cp. (22) 
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Find p;k) by gradually accumulating and overwriting results in the place of 
(k-1) 

Pj 
(k) ( (k-1) ) 

Pj = 0.5 Pj + V1 + V2 + ... + V2 k - 1 • (23) 

Using (19), the reverse path of the method is realized as follows: 

1) Initially give values for Yo and YN : Yo = Fo, YN = FN • 

2) For each fixed k = n,n -1, ... ,1 for fixed j = 2k- 1, 3·2k- 1, 5·2k- 1, ... , 
N - 2k - 1 compute and store the vectors 

(24) 

Then for 1= 1,2, ... ,2k - 1 solve the equations 

(25) 

Find the vector of unknowns Y; by gradually accumulating and over­
writing results in the place of p}k-1) 

(26) 

We now calculate the number of arithmetic operations required to realize 
this algorithm. Suppose that the dimension of the vector of unknowns Y; is 
M, and let q denote the number of operations required to solve an equation 
of the form (22) or (25) for a given right-hand side. We will assume that the 
quantities a',k have already been found. 

We first calculate the number of operations Q1 for the forward path. 
For fixed k and j, the computation of the vector 'P using the formulas (21) 
requires M + q operations. Therefore finding all the VI requires 2k-1(M + q) 
operations. The computation of p;k) using formula (23) is accomplished at a 

cost of 2k- 1 M + M operations. Thus, to compute p;k) for one k and j requires 

M + 2k- 1(2M + q) operations. 

Further, for each fixed k it is necessary to compute N/2k - 1 different 
p;k). Consequently, the total number of operations Q1 required to realize the 
forward path is equal to 

Q1 = ~ [M + (2M + q)2k-1] (~ -1) 
=(M + 0.5q)Nn - (M + q)N - M(n -1) + q. (27) 
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We calculate now the nwnber of operations Q2 required on the reverse 
path. For fixed k and j, the computations in the formulas (24) require M 
operations, to find all the VI in (25) requires (2M + q)2k- 1 operations, and 
to compute lj from (26) requires (2k- 1 -1)M operations. Since the nwnber 
of different values of j for each fixed k is equal to N 12k, Q2 is equal to 

Q2 = t [M + (2M + q)2k- 1 + (2k- 1 -1) M] ~ 
k=l (28) 

= (1.5M + O.5lj)N n. 

Adding (27) and (28) and taking into account that n = log2 N, we obtain 
the following estimate for the number of operations for the cyclic reduction 
method realized using the above algorithm 

Q = Ql + Q2 = (2.5M +q)Nlog2 N - (M + q)N - M(n -1) + q. (29) 

From (29) it follows that, if q = O(M), then Q = O(MN log2 N). 

3.2.4 The second algorithm of the method. The principle merit of the above 
algorithm is its minimal storage requirements - it does not require auxiliary 
memory for the storage of auxiliary information. The cost of this property 
is an increase in the volwne of computational work due to the repeated 
computation of intermediate quantities. We look now at another algorithm 
for the method which is characterized by a smaller volwne of computational 
work, but which requires auxiliary storage compared with to the total nwnber 
of unknowns in the problem. 

To construct the second algorithm, we turn to the formulas (6), (7) 
describing the cyclic reduction method 

C(k) = [C(k-l) r -2E, 

F~k) = F~k-l) + C(k-l) F~k-l) + F~k-l) 
J J-2~-1 J J+2~-1' (6') 

j = 2k, 2. 2k, 3· 2k, . .. , N - 2\ k = 1,2, ... , n - 1, 

C(k-l)v F(k-l) Y. v 
~j= j + j_2~-1+~j+2·-1, 

Yo = Fo, YN = FN, (7') 

j = 2k-l, 3 . 2k- 1 , 5 . 2k- 1 , ••• , N _ 2k- 1, k = n, n - 1, ... ,1. 

Here, as in the first algorithm, the vectors Ft) are not directly computed, 

but instead we define the vectors p~k) and qY) which are related to Ft) by 
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the following relations: 

F~k) = C(k)p\k) + q\k) 
J J J' 

j = 2k, 2 . 2k, 3· 2k, ... ,N - 2\ k = 0,1, ... , n - 1. 
(30) 

We now find recurrence relations for computing the vectors PJk) and qjk). 

Since we have introduced two vectors in place of the one vector F?) , there is 

some arbitrariness in the definition of PJk) and q;k). We will choose pjO) and 

q;O) so that they satisfy the initial condition F;o) == Fj . To do this we set 

q(O) _ F. 
j - J' j = 1,2, ... , N - 1. 

Furhter, substituting (30) in (6'), we obtain 

C(k) (k) + (k) _ C(k-l) [ (k-l) + (k-l) + C(k-l) (k-l) + (k-l) ] 
Pj qj - qj Pj_2k-1 Pj Pj+2k-1 

(31) 

(k-l) (k-l) . 2k 2 2k N 2k k 2 
+qj_2k-l+qj+2k-l' J= , . , ... , -, =1, , ... ,n-1. 

Taking 
(32) 

and taking into account that C(k) + 2E = [C(k-l)j2, we find that 

(33) 

Here we again assume that C(I) is a non-singular matrix for any 1. 

Setting s;k-l) = Pjk) _ p;k-l), we obtain from (31)-(33) the following 

recurrence relations for computing the vectors PJk) and q;k) 

C(k-l) (k-l) _ (k-l) + (k-l) + (k-l) 
Sj - qj Pj_2k-1 Pj+2 k- 1' 

P(k) = p(k-l) + /k-l) 
J J J' 

(k) (k) (k-l) (k-l) 
qj = 2pj + qj_2k-1 + qj+2k- ll 

(0) _ (0) 
qj = Fj, Pj == 0, 

j = 2k, 2 . 2k, 3 . 2k, ... ,N _ 2k, 

k = 1,2, ... , n - 1. 

(34) 



3.2 The cyclic reduction method ... 141 

It remains to eliminate F?-l) from the formulas (7'). Substituting (30) 

in (7') and setting t;k-1) = lj - p;k-1), we obtain the following formulas for 
computing lj: 

C (k-1)t(k-1) (k-1) Y Y 
j = qj + j-2.- 1 + j+2·- 1 , 

Y . _ (k-1) + t(k-1) 
J - Pj j' 

Yo = Fo, YN = FN, 

j = 2k-1, 3. 2 k- 1, 5. 2 k- 1 , ••. , N _ 2 k- 1 , 

k =n,n- 1, ... ,1. 

(35) 

Thus, we have obtained the formulas (34), (35) which form the basis for 
the second algorithm for the cyclic reduction method. These formulas contain 
the operations of addition of vectors and inversion of the matrices C(k-1). 

We now consider the question of inverting the matrices C(k-1). As was 
shown above, the matrix C(k) is a polynomial of degree 2k in the matrix C 

and is defined by the formula (13) for the Chebyshev polynomial of the first 
kind Tn(x): 

where the coefficient of highest degree is equal to one. Since the roots of 
the polynomial Tn(x) are known (see (15)), C(k) can be represented in the 
following factored form: 

Using the notation (20), the matrix C(k-1) can be written in the following 
form: 

2.- 1 

C(k-1) - II C - I,k-I, 

1=1 

(21- 1)11" 
C',k-I = C - 2 cos 2k E. (36) 

The factorization (36) allows us to solve easily equations of the form 
C(k-I)v = cp with a given right-hand side cpo The following algorithm solves 
this problem by sequentially inverting the factors in (36): 

Vo = cp, C"k-1 VI = VI-1, 1 = 1,2, ... ,2k- 1 , 

where V = V2.-1. We will use this algorithm to invert the matrices C(k-1). 
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We now describe the second algorithm for the cyclic reduction method. 
The forward path of the method is realized using (34) in the following fashion: 

1) Initially define q~O): q~O) = Fj , j = 1,2, ... ,N - l. 

2) (The first step for k = 1 is carried out separately using the formulas 

but taking into account the initial conditions p;O) == 0.) Solve the equations 

for p;l) and compute q?): 

Cp\1) = q~O) 
J J' 

q~l) = 2p(.I) + q(O) + q~O) 
J J J-l J+l' 

(37) 
j = 2,4,6, ... ,N - 2. 

3) For each fixed k = 2,3, ... , n - 1 compute and store the vectors 

(0) (k-l) (k-l) (k-l) . k k 2k N 2k (38) 
Vj =qj +Pj_2 k - 1 +Pj+2 k - 1 , J =2,2·2 ,3· , ... , - . 

Then for fixed 1= 1,2,3, ... , 2 k- 1 for each j = 2k, 2· 2k, 3· 2 k , ..• , N - 2k 

solve the equations 
C (I) (1-1) 

I,k-l Vj = Vj (39) 

with the same matrix but with different right-hand sides. As a result, the 
(2 k - 1 ) 

vectors Vj have been found (in the formulas (34) these vectors correspond 

to s;k-l»). The vectors p;k) and q;k) are computed using the formulas 

(k) (k-l) (2 k - 1) 
Pj = Pj + Vj , 

(k) (k) (k-l) (k-l) 
qj = 2pj + qj_2k-1 + qj+2 k - 1 ' 

(40) 

j = 2k, 2 . 2k, 3 . 2k, ••. , N - 2k. 

The reverse path of the method is realized according to (35): 

1) Initially give values for Yo and YN: Yo = Fo, YN = FN. 

2) For each fixed k = n, n - 1, ... ,2 compute and store the vectors 

(0) (k-l) Y Y 
Vj = qj + j_2k-1 + j+2k-1, 

. - 2 k- 1 3. 2 k- 1 5· 2 k- 1 N _ 2 k- 1 J - , , , ... , . 
(41) 

Then for fixed I = 1,2, ... , 2 k- 1 for each j = 2 k- 1 , 3· 2 k- 1 , 5· 2 k- 1 , . •. ,N -
2k - 1 solve the equations 

(I) (1-1) 
CI,k-l Vj = Vj . (42) 
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(2~-1) 
As a result, the vectors Vj have been found (in (35) they correspond to 

the vectors t~"-1». Further, compute Y; from the formula 

. - 2"-1 3.2"-1 5.2"-1 N _ 2"-1 J - , , , ... , . (43) 

3) The final step of the reverse path for k = 1 is accomplished by solving 
the equation 

j = 1,3,5, ... ,N-1. (44) 

Remark on the algorithm. All the new vectors p~") determined using the 

formulas (37) and (40) are overwritten on the p~"-1). All the vectors vY) in the 

formulas (38), (39), (41), (42), the new vectors q~") defined by the formulas 
(37), (40), and also the solution Y; from (43) and (44) are overwritten on the 

q?-1). Consequently, this algorithm requires 1.5 times as much computer 
storage as the number of unknowns in the problem. 

The reduction in the computational work in this algorithm is achieved by 
solving a series of problems (39) and (42) for different j with identical matrices 
C',"-1 (the full computation is only required to solve the first equation in the 
series; solving each of the subsequent probleJIls requires significantly fewer 
arithmetic operations). We now count the number of operations for the second 
algorithm, denoting as before by q the number of operations required to solve 
an equation of the form (39) or (42) for a given right-hand side, and by ij the 
number of operations to solve this equation with a different right-hand side 
(ij < q). 

The number of operations required to realize the forward path is equal 
to 

= 0.5ijNn + (0.5q -1.5ij + 4.5M)N - 6Mn - (q - 2ij + 3M), 

and for the reverse path 

Q2 = ~ { 3M ~ + [q + (~ - 1) ij] 2"-1} _ ~N 
= 0.5ijNn + (q - ij + 2.5M)N - q + ij - 3M. 
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The total number of operations for the second algorithm is equal to 

Q = Ql +Q2 = qNlog2 N +(1.5q-2.5q+7M)N -6Mn-2q+3q-6M. (45) 

From the estimate (45) it follows that, if q = O(M), then q = O(M) and 
Q = O( M N log2 N). Here the coefficient of the principle term M N log2 N is 
less than in the estimate (29), since q < q. 

We now quickly examine one peculiarity of the second algorithm. In 
the first algorithm the matrices C(k-l) are inverted by inverting the factors 
C',k-l and sequentially summing the results, but in the second algorithm the 
factors are sequentially inverted and the result is obtained after inverting the 
last factor. From the point of view of the actual computation where rounding 
errors have an effect, the order in which the factors C"k-l are inverted is sig­
nificant in the second algorithm. We will come across an analogous situation 
in Chapter 6 when we study the Chebyshev iterative method. 

It is possible to recommend the following order for inverting the matrices 
C"k-l. The matrix C(k-l) is placed in correspondence with the vector (}2k-1 of 
dimension 2k- l whose components are the integers 1 through 2k-l. Suppose 

i.e. the l-th element of the vector (}2k-1 is denoted by (}2k-1 (1). The number 
(}2k-1 (1) determines the order for inverting the matrices C"k-l. 

The vector (J2k-l is constructed recursively. Let (J2 = {2, I}. Then the 
process of doubling the dimension of the vector is described by the following 
formulas: 

(J2m = {(J2m(4i - 3) = (}m(2i - 1), 

(J2m( 4i - 2) = (Jm(2i - 1) + m, 

(J2m(4i - 1) = (Jm(2i) + m, 

(J2m(4i) = (}m(2i), 

i = 1,2, ... ,m/2}, 

m = 2,4,8, ... . 

For example: (Jl6 = {2, 10, 14, 6, 8, 16, 12, 4, 3, 11, 15, 7, 5, 13, 9, 1} 
and consequently the matrix C6 ,l6 will be inverted sixteenth and the matrix 
Cl2,l6 seventh. 
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3.3 Sample applications of the method 

3.3.1 A Dirichlet difference problem for Poisson's equation in a rectangle. 
We will now use the cyclic reduction method Constructed above to find the 
solution to a Dirichlet difference problem for Poisson's equation in a rectangle. 
As was shown earlier, the difference problem 

YZ1Z1 + YZ 2 Z2 = -cp(x), 
Y(X) = g(x), 

x Ew, 
x E 7, 

defined on the rectangular grid w = {Xij = (ih I,jh2), ° ~ i ~ M, ° ~ j ~ N, 
hIM = III h2N = 12} can be described in the form of a boundary-value 
problem of the first kind for the three-point vector equations 

Here 

-Yj-I + CYj - Yj+l = Fj, 

Yo = Fo, YN = FN. 

1 ~j ~ N -1, 

Yj = (y(l,j), y(2,j), ... , y(M -1,j)), ° ~j ~ N, 

(1) 

is the vector of unknowns, the components of which are the values of the grid 
function y( i, j) in the j-th row of the grid 

where 

Fj = (h~cp(I,j), h~cp(2,j), ... , h~cp(M - 2,j), h~cp(M - I,j)) , 

1 ~j ~ N -1, 

Fj = (g(I,j), g(2,j), ... , g(M - I,j)), j =O,N, 

cp(I,j) = cp(l,j) + :2 g(0,j), 
1 

cp(M -1,j) = cp(M -I,j) + :2 g(M,j). 
1 

The square matrix C corresponds to the difference operator A where 

Ay = 2y - h~YZIZll hI ~ Xl ~ 11 - hI, 

Y = 0, Xl = 0, III 

so that 

CYj = (Ay(I,j), Ay(2,j), ... , Ay(M - I,j)). 
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The problem (1) can be solved by either of the two cyclic reduction algo­
rithms developed above. The basic step in these algorithms is the solution of 
equations of the form 

C',k-l V = F, 
(21-I)7r 

C',k-l = C - 2 cos 2k E (2) 

with a given right-hand side F. Here V is the vector of unknowns, V = 
(v(I), v(2), ... ,v(M -1)), of dimension M -1 (for simplicity, the index of V 
and F is dropped). 

Recall that the number of operations used to solve (1) using the first 
algorithm is determined by the number of operations q required to solve 
equation (2) (see (29), Section 3.2.3); for the second algorithm, it is deter­
mined by the number of auxiliary operations ij required to solve equation (2), 
but with a different right-hand side (see (45), Section 3.2.4). 

For this example, we derive a method for solving equation (2) and es­
timate q and ij. From the definition of the matrix C it follows that solving 
equation (2) is equivalent to solving the following difference problem: 

( (21 - 1 )7r) 2 . 
2 I-cos 2k v-h2vX1Xl =/(z), 1:::; i:::; M -1, 

(3) 
v(o) = v(M) = 0, 

where I(i) = Ii is the i-th component of the vector F. Writing out the 
difference derivative VX1X1 at a point, we write (3) in the form of the usual 
three-point difference equation for scalar unknowns v(i) = Vi: 

where 

- Vi-1 + aVi - Vi+1 = bli, 

Vo = VM = 0, 

1:::; i:::; M -1, 

a = 2 [1 + b (1 _ cos (21 ;k 1 )7r) ] , 

(4) 

The problem (4) is a special case of the three-point boundary-value problems 
which were solved in Chapter 2. It was shown that the elimination method 
was an effective method for solving problems of the form (4). We now state 
the computational formulas of the elimination method for the problem (4): 

ai+1 = I/(a - ai), 

13i+1 = (bJ; + 13i)ai+1, 

Vi = ai+1 Vi+1 + 13i+b 

i = 1,2, ... , M - 1, a1 = 0, 

i=I,2, ... ,M-I, 131 =0, 

i= M -I,M -2, ... ,1, VM= 0. 
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From these formulas it follows that (4), and in turn (2), can be solved in 
q = 7(M - 1) operations if a and b are given. In order to solve (2) with a 
different right-hand side F it is not necessary to recompute the elimination 
coefficients ai, and thus the auxiliary number of operations q is equal to 
q = 5(M - 1). These operations are expended to compute f3i and to find the 
solution Vi. Notice that the elimination method for (4) will be stable since the 
sufficient conditions for stability with respect to rounding errors are satisfied, 
i.e. a ~ 2. 

Substituting q in the estimate (29), Section 3.2.3 for the number of op­
erations for the first algorithm, we obtain, retaining the principal terms, 
that Q(1) >:::j 9.5MNlog2 N - 8MN. For the second algorithm, we obtain 
from the estimate (45), Section 3.2.4 the following estimate for the number 
of operations: Q(2) >:::j 5M N log2 +5M N. Thus, for each of the algorithms 
considered, the number of operations for the cyclic reduction method ap­
plied to a Dirichlet difference problem for Poisson's equations in a rectangle 
is O(MNlog2 N), and the second algorithm requires fewer arithmetic op­
erations. For example, if M = N = 64, we obtain Q(l) >:::j 1.4Q(2) and if 
M = N = 128, Q(1) >:::j 1.46Q(2). 

We will not state the computational formulas of the algorithm for this 
difference problem since at the vector level they are similar to those described 
in Section 3.2. 

In Section 3.1.2, various difference boundary-value problems were stated 
which reduced to the problem (1). They differ from this Dirichlet boundary­
value problem on the sides of the rectangle, Xl = 0 and Xl = 11, and produce 
a different matrix C. So for the problem (10)-(12), Section 3.1.2 with second­
or third-kind boundary conditions for Xl = 0,11, the equation (2) is equivalent 
to the difference problem 

This problem in the usual three-point form is 

- Vi-l + aVi - Vi+l = bJ;, 
Vo = KlVl + 1-'1, 

VM = K2VM-l + 1-'2, 

1 ;:; i ;:; M - 1, 

i = 0, 

i=M. 

1 ;:; i ;:; M - 1, 

(5) 
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where 

and a and b are defined above. 

Since a> 2 and iI:±1 ~ 0,0 < ~l < 1 and 0 < ~2 < 1, and the elimination 
method for solving (5) will also be stable, and the cyclic reduction algorithm 
will in this case require O( M N log2 N) arithmetic operations. 

3.3.2 A high-accuracy Dirichlet difference problem. In Section 3.1.4 we trans­
formed a high-accuracy Dirichlet problem for Poisson's equation 

x Ew, 

y(X) = g(x), x E " 

to a boundary-value problem of the first kind for the unreduced three-point 
vector equation 

1 ::; j ::; N - 1, 

Yo = Fo, 
(6) 

The square matrices B and A of dimension (M - 1) x (M - 1) correspond to 
the difference operators Al and A, where 

hi + h~ 
Aly = Y + 12 YX1Xl' 

5h~ - hi 
Ay= 2y - 6 YX1XU 

and Y = 0 for Xl = 0 and Xl = h· 
It was shown that, if the condition h2 ::; J2hl is satisfied, then (6) can 

be reduced to the standard form 

- Yj-l + CYj - Yj+l = 4>j, 1 ::; j ::; N - 1, 
(7) 

Yo = 4>0, 
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where C = B-1 A, "Pj = B-1 Fj, 1 5: j 5: N -1 and "Pj = Fj for j = O,N. In 
addition, it was remarked that the matrices A and B commute. 

To solve (7), we will use the first algorithm of the method. Since the 
matrix CI,k-1 can be written in the form 

(21-1)11" -1 ( (21-1)11" ) 
CI,k-1 = C - 2 cos 2k E = B A - 2 cos 2k B, 

the formulas (18), (19), Section 3.2 which define the first algorithm take the 
following form: 

2 k - 1 1 
(k-l)" ( (21 - 1)11" ) - (k-l) (k-l») 

Sj = L...J O:I,k-1 A - 2 cos 2k B B Pj_2k-1 + Pj+2k-1 , 

1=1 

(.k) = ° 5 ( (k-1) + (.k-l») PJ • PJ SJ ' 

j = 2k, 2 . 2k, ... ,N - 2k, k = 1, 2, ... , n - 1, 

(0) _ 
Bpj = Fj, 

2k - 1 -1 

Y. _ " (A _ 2 (21- 1)11" B) B [ (k-l) 
J - L...J cos 2k Pj 

1=1 

+O:I,k-l(l'j_2k-1 + l'j+2k-l)], 

y; D Y F . 2k- 1 3 2k- 1 N 2k- 1 ° = .co, N = N, J = ,. , ... ,- , 
k = n, n - 1, ... ,1. 

In order to avoid inverting the matrices to find p;O) and multiplying 

P\k-l) by the matrix B to compute Y. we set p_\k) = Bp\k) lk) = B/k) 
J J' J J ' J J . 

Then using the commutativity of the matrices A and B, and consequently of 
the matrices (A - 2 cos (2 l;k1) 11" B)-l and B, the formulas written above take 

the form (where the overline on p;k) and s;k) has been dropped): 

2k - 1 1 
(k-1) _ " ( (21-1)11" ) - (k-l) (k-l») 

Sj - L...J O:I,k-l A-2cos 2k B B Pj_2k-1 +Pj+2k-1 , 

1=1 
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(O)-F 
Pj = j, 

2k - 1 -1 

Yj= ~ (A-2COS (21;k1)1I" B) [p;k-1) 

+a"k-1 B (Yj_2 k - 1 + Yj+2 k - 1 )], 

Yo=Fo, YN=FN, 

j =2k- 1 ,3·2k- 1 , ... ,N _2k- 1, k=n,n-1, ... ,1. 

The resulting formulas give rise to the following changes in the first 
algorithm: formula (21) Section 3.2 changes to 

and in place of equation (22), we solve the equations 

( (21-1)11") 
A - 2 cos 2k B VI = a',k-1 c.p 

with the computed c.p. Analogously, (24) is changed to 

B(Y Y ) .1. = PJ\k-1) c.p = j_2 k - 1 + i+2 k - 1 , 0/ 

and in place of (25), we solve the equation 

( (21- 1)11" ) 
A - 2 cos 2k B VI = t/J + a',k-1 c.p. 

Consequently, for this problem the basic step of the algorithm is the 
solution of equations of the form 

( A - 2 cos (21 ;k 1 )11" B) V = F (8) 

with a given right-hand side F. Using the definition of the matrices A and 
B with the aid of the difference operations A and At, we obtain that (8) is 
equivalent to finding the solution of the following difference problem 

2 ( _ (21-1)11") _ (5h~ -hi hi + h~ (21- 1)11") - - f 
1 cos 2k V 6 + 6 cos 2k V X1X1 - , 

1 :::; i :::; M - 1, Vo = VM = O. 
(9) 
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Writing out this equation at a point, we obtain a boundary-value problem 
of the first kind for the scalar three-point equation 

where 

-Vi-I + aVi - Vi+! = bfi, 

Vo = vM = 0, 

1 ::; i ::; M - 1, 

a = 2 [1 + b (1 - cos (21 ;1:1)11") ] , 

b = 6h~ 
5h2 - h2 + (h2 + h2) cos (21-1)71" 2 I I 2 2k 

(10) 

The difference problem (10) can be solved by the elimination method, which 
will be numerically stable if the condition lal ~ 2 is satisfied. We will show 
that for any hI and h2 this condition is satisfied. In fact, if hI and h2 are 
such that 

(2/- 1)11" 
h2 1- cos 21: 
...1. > ___ -;--:-""--..,-_ 
h2 - (21 - 1)11" ' 

I 5 + cos 21: 

(11) 

then 0 < b ::; 00 and consequently, a > 2. Notice that if equality holds in (11) 
the coefficient for VX1Z1 in (9) reduces to zero, and V can be found explicitly 
from (9). 

If (11) is not satisfied, then 

/( (2/-1)11") 
b < -6 1 - cos 21: ' 

and consequently, a < -10. The result is proved. 

Thus, a high-accuracy Dirichlet difference problem can be solved by the 
cyclic reduction method in O( M N log2 N) arithmetic operations. 

3.4 The cyclic reduction method for 
other boundary-value problems 

3.4.1 A boundary-value problem of the second kind. Above we studied the 
use of the cyclic reduction method for a boundary-value problem of the first 
kind for three-point vector equations. We will begin studying the use of the 
method for more complex boundary conditions by considering a boundary­
value problem of the second kind. Suppose we must find the solution of the 
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following problem: 

CYO - 2Yi = Fo, 

-l'j-1 + Cl'j -l'j+1 = Fj, 

-2YN-1 + CYN= FN, 

where N = 2n, n > O. 

j =0, 

1 ~j ~ N -1, 

j=N, (1) 

The process of sequentially eliminating the unknowns in (1) is realized 
in the same way as in the case of first-kind boundary conditions. Namely, for 
even j we will have the equations 

j = 2,4,6, ... ,N - 2, (2) 

and for odd j, the equations 

C(O)y. = F~O) + y. 1 + Y+1 ) ) )- J, j = 1,3,5, ... ,N - 1, (3) 

where, as before, we denote 

F~1) = F~O) + C(O) F~O) + F~O) C(1) = [C(0)]2 - 2E, 
J )-1 ) )+1' 

C (O) - C F~O) = F· -, ) - )" 

Only the equations of the system (1) corresponding to j = 0 and j = N 
remain untransformed. We now eliminate from these equations the unk~owns 
l'j for odd j. For this we use the two neighboring equations. We write out 
the equations for j = 0 and j = 1: 

C (O)y; 2Y, - p,(0) 
0- 1- 0' 

Multiply the first equation on the left by C(O), and the second by 2, and add 
the two resulting equations to find 

(4) 

where FJ1) = C(O) FJO) + 2F1°). Analogously we obtain the equation 

(5) 

where FiJ) = 2F~~1 + C(O) F~). 
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Combining (2), (4), and (5), we obtain a "reduced" full system of equa­
tions for the unknowns with even index j, having a structure analogous to 
(1): 

C(I)Yo - 2Y2 = FJl), 

-Yj-2 + C(I)Yj - Yj+2 = F?), 

-2YN-2 + C(I)YN = P<~), 

j =0, 

j = 2,4,6, ... ,N - 2, 

j =N, 

and a group of equations (3) for the unknowns with odd index j. 

Continuing the elimination process further, after the n-th elimination 
step we obtain a system for Yo and Y N: 

(6) 

and equations for determining the remaining unknowns: 

C (k-l)y: F(k-l) Y. Y. 
j = j + j_2~-1 + ;+2.-1 , (7) 

. - 2k- 1 3. 2k- 1 5· 2k- 1 N _ 2k- 1 J - , , , ... , , k = n, n -1, ... ,1, 

where Fi(k) and C(k) are defined recursively for k = 1,2, ... ,n: 

F.(k) _ C(k-l)F.(k-l) + 2P(k-l) 
o - 0 2.-1 , 

F~k) = F~k-l) + C(k-l) F~k-l) + F~k-l) 
1 )-2.-1 ) )+2~-1' 

j = 2k, 2 . 2k, 3 . 2k, ... ,N - 2k, (8) 

F(k) _ 2F(k-l) + C(k-l) F(k-l) 
N - N-2~-1 N' 

Thus, it is necessary to solve the system (6) and then sequentially find all 
the remaining unknowns from (7). 

Here, as in the second algorithm for cyclic reduction applied to a bound­
ary-value problem of the first kind, in place of the vectors Fy) we will define 

the vectors p~k) and q?) connected with Fi(k) by the relations 

Fy) = C(k)p~k) + q?), 

j = 0,21<,2. 2k, 3·21<, ... , N - 2k, N, k = 0,1, ... ,n. 
(9) 
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From (8) we find, as before, that p~le) and q~le) can be found for j I- 0, N 
from the formulas 

C(Ie-1) (1e-1) _ (1e-1) + (1e-1) + (1e-1) 
Sj - qj Pj_2~-1 Pj+2~-l' 

(Ie) (1e-1) + (1e-1) 
Pj = Pj Sj, 

(Ie) (Ie) (1e-1) (1e-1) 
qj = 2pj + qj_2~-1 + qj+2~-l' 
j = 21e, 2. 21e, • •• , N - 21e, k = 1,2, ... , n - 1, 

(0) - F 
qj = j, P~o) = 0 

1 - . 

(10) 

We will now find the formulas for p~le) and qY) for j = 0, N. Substituting (9) 

with j = 0 in (8) for FJIe), we obtain 

C (Ie) (Ie) + (Ie) _ C(Ie-1) [ (1e-1) + 2 (1e-1) + C(Ie-1) (1e-1)] + 2 (1e-1) 
Po qo - qo P2~-1 Po q2.-1 • 

Choosing q~le) = 2p~le) + 2q~!:::-?) and taking into account (12), Section 3.2.1, 

we find an equation for p~le) 

C (Ie-1) (Ie) _ C(Ie-1) (1e-1) + (1e-1) + 2 (1e-1) 
Po - Po qo P2~-1 • 

Thus, the vectors p~le) and q~le) can be found from the following recurrence 
relations: 

C (Ie-1) (1e-1) _ (1e-1) + 2 (1e-1) 
So - qo P2~-1 , 

(Ie) (1e-1) + (1e-1) 
Po = Po so, 

(Ie) _ 2 (Ie) + 2 (1e-1) 
qo - Po q2~-1 , 

(11) 
k = 1,2, ... ,n, 

q~O) = Fo, p~O) = O. 

The formulas for p~) and q~) are obtained analogously: 

C (Ie-1) (1e-1) _ (1e-1) + 2 (1e-1) 
sN - qN PN-2~-1' 

(Ie) (1e-1) + (1e-1) 
PN = PN sN' 

(Ie) 2 (Ie) 2 (1e-1) k 1 2 
qN = PN + qN-2~-1I =, , ... ,n, 

(12) 

q~) = FN, p~) = O. 
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Thus, the formulas (10)-(12) enable us to fully determine all the necessary 
vectors pt) and q?). We must still eliminate Fj"') from (6) and (7). Substi­
tuting (9) in (7), we obtain the following formulas for computing Yj: 

C(k-l) (k-l) (k-l) v v 
tj = qj + .Ij_2~-1 + .Ii+2~-1, 

v. _ (k-l) + t(k-l) 
.I J -Pj j' (13) 

j = 2k- 1 , 3. 2k- 1 ,5· 2k- 1 , ••• ,N _ 2k- 1 , 

k =n,n- 1, ... ,1. 

It remains to find Yo and YN from (6). But it was noted earlier that, from 
(11) and (12) for k = n, it follows that 

i.e. 
q~n) _ q<;) = 2 (p~n) _ p~») . (14) 

Further, from (9) and (14) we obtain that 

Taking into account formula (12), Section 3.2.1, we finally have 

p,(n) F(n) _ [c(n-l)] 2 (n) (n») o - N - Po - PN . (15) 

We shall take advantage of this relation to find Yo and YN from (6). Sub­
tracting the second equation in (6) from the first, and taking into account 
(15) and (12), Section 3.2.1, we obtain that 

(c(n) + 2E) (Yo - YN ) = [c(n-l)f (Yo - YN) = FJn) - F1n) 

= [c(n-l)f (p~n) _ p~») . 

Considering that c(n-l) is a non-singular matrix, from this we find 

y; v (n) (n) 
O=.IN + Po - PN . (16) 

Substituting this formula for Yo in the second equation of the system (9), we 
obtain an equation for finding Y N: 
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where B(n) = c(n) - 2E. Consequently, if we denote t(n) = YN - p<;:), YN 
can be found by solving the equation 

(17) 

From (16) we obtain that Yo can be found from the formula 

(18) 

where t(n) is defined above. 

Thus, the formulas (10)-(13), (17), and (18) define the cyclic reduction 
method for solving a boundary-value problem of the second kind for the 
three-point vector equations (1). 

Remark. If Yo is given, i.e. in place of problem (1) we solve the problem 

-Yj-1 + CYj - Yj+1 = Fj, 

-2YN-1 + CYN = FN, 

1 ~j ~ N -1, 

j = N, Yo = Fo, 

then the vectors p~k) and q~k) are not needed, and it follows from (6) and (9) 
that Y N can be found by solving the equation 

Analogously, if Y N is given, then the vectors p~) and q<;) are not needed, and 
Yo is determined from the equations c(n)t~n) = q~n) + 2YN, Yo = p~n) + t~n). 

To complete the description of the reduction method, it is necessary to 
indicate how to invert the matrices C(k) and B(n) = c(n) - 2E. To invert 
the matrices C(k-1), the factorization obtained above (see (36) Section 3.2) 
is used 

2~-1 

C(k-1) = II C/,k-I, 

/=1 

(2/-1)71" 
C/,k-1 = C - 2 cos 2k E. (19) 

Notice that, since the condition (CY, Y) ~ 2(Y, Y) is satisfied, all the 
matrices C/,k-1 are non-singular, and consequently the matrix C(k-1) is non­
singular. We now look more closely at the question of inverting the matrix 
B(n). 
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From the definition of B(n) and the relation (12), Section 3.2.1 we obtain 

B(n) = c(n) - 2E = [c(n-l)]2 - 4E = (c(n-l) + 2E)(c(n-l) - 2E) 

= [c(n-2)]2[c(n-l) _ 2E] = ... = [c(n-2)c(n-3) ... C(0)]2(C(1) - 2E) 

= [c(n-2)c(n-3) ... C(0)]2(C(0) _ 2E)(C(0) + 2E) 

= [ti CCHlr (C-2E)(C+2E). 

Substituting here (19), we find the following representation for the matrix: 

B(n) = [IT 2ii CI,k-l]
2 

(C - 2E)(C + 2E). 
k=1 1=1 

(20) 

Thus, the matrix B(n) is factored and can be inverted by sequentially 
inverting the factors. 

Remark 1. It is possible to obtain a more compact form for (20): 

2n 

B(n) = II (c -2 cos ~E) 
2n - 1 

1=1 

Remark 2. From (20) it follows that the matrix B(n) will be non-singular if 
(CY, Y) > 2(Y, Y). If there exists a vector y* :f=. 0 for which Cy* = 2Y*, then 
B(n) is singular and direct application of the reduction method is impossible. 
This is a consequence of the singularity of the matrix in (1) for this case. 
In fact, in this case the homogeneous system (1) has the non-null solution 
lj = Y*, and therefore the system (1) is not soluble for every right-hand 
side. If for a given right-hand side a solution exists, then it is not unique, 
and it is only determined up to a term in Y*. One of the possible solutions is 
chosen at the step where the matrix B(n) is inverted. This situation occurs 
when solving a Neumann problem for Poisson's equation in a rectangle. This 
question will be looked at in more detail in Chapter 12 in connection with 
the solution of singular grid equations. 

3.4.2 A periodic problem. Periodic three-point vector problems arise when 
difference methods are used to solve elliptic equations in curvilinear orthog­
onal coordinate systems - cylindrical, polar, and spherical systems. In Sec­
tion 3.1.3, examples of differential problems were introduced whose difference 
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schemes led to the following problem: find the solution of the equations 

-Yj-l + CYj - Yj+t = F;, 
-YN-I + CYO - Y1 = Fo, 

1 ~ j ~ N -1, 
j=O, YN=YO• 

(21) 

The problem (21) can be solved using the cyclic reduction method also. 
We now look at the first step of the elimination process. As before, we elim­
inate the unknowns Yj with odd indices from the even numbered equations 
of the system (21) using the two neighboring equations. We obtain 

j = 2,4,6, ... ,N - 2. (22) 

It remains to eliminate Y1 and YN-I from equation (21) for j = 0. For this 
we write out the following three equations from the system (21): 

- Yo + CY1 - Y2 = F1, 

-YN- 1 + CYo - Y1 = Fo, 
-YN- 2 + CYN-I - YN = FN- 1 , 

j = 1, 
j = 0, 
j = N -1, 

multiply the second equation on the left by C, add all three equations, and 
remember that Y N = yo. As a result we obtain the equation 

(23) 

where 

p,(l) _ F(O) + C(O) p,(0) + F(O) C(O) = C, 
o - ION-I' 

(0) _ 
Fj = Fj. 

Putting together (22) and (23), we obtain a full system for the unknowns Yj 
with even indices, having a structure analogous to (21). The unknowns Yj 
with odd indices are found from the usual equations 

C(O)y. - F(O) + y. + y. ] - j ]-1 ]+1, j = 1,3,5, ... ,N - 1. 

The elimination process can be carried further. After the I-th step of the 
process, we obtain a system for the unknowns Yj with indices divisible by 2/: 

(/) (/) - y. 2' + C y. - Y·+2' = F· ]- ]] ] , 

and a group of equations 

C(k-l)y _ F(k-l) Y Y 
j - j + j_2t-1 + j+2 t - 1 , 

(24) 
. - 2k- 1 3. 2k- 1 5· 2k - 1 N _ 2k- 1 J - , , , ... , , k = 1,1- 1, ... , 1 
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for subsequently finding the remaining unknowns. The right-hand sides Fy) 
are determined recursively for k = 1,2, ... , n - 1: 

F~k) = F~k-l) + C(k-l) F~k-l) + F~k-l) 
J J-2~-1 J J+2~-1' 

j = 2k, 2 . 2k, 3 . 2k, ... ,N _ 2k, 

F.(k) _ F(k-l) + C(k-l) F.(k-l) + F(k-l) ° - 2~-1 ° N-2~-1' 

(25) 

FJO) == Fj • 

At the end of the (n-1)-th step of the elimination process we obtain a system 
in Yo and ¥2n-l (YN = Yo): 

C (n-l)Yi _ 2Y; - F.(n-l) ° 2 n - 1 - ° , 
-2Yi + c(n-l)y; = F(n-l) ° 2 n - 1 2n - 1 • 

(26) 

Having solved this system, we find Yo, ¥2n-l and YN = Yo, and the remaining 
unknowns can be found using (24) as the solution of the equations 

C (k-l)y: _ F(k-l) y: y: 
j - j + j_2~-1 + j+2~-1, 

j = 2k- 1 ,3 . 2k- 1 ,5· 2k- 1 , ... ,N - 2k- 1 , k = n - 1, n - 2, ... , 1. 

Before solving (26), we find the recurrence relations for the vectors Pjk) and 

qy> , which are related to Fy> by the following equation: 

Using the recurrence formulas (25) for FY), we obtain 

C(k-l) (k-l) _ (k-l) + (k-l) + (k-l) 
Sj - qj Pj_2~-1 Pj+2~-1' 

(k) (k-l) + (k-l) 
Pj = Pj Sj' 

(k) _ 2 (k) (k-l) (k-l) 
qj - Pj + qj_2~-1 + qj+2~-l' (27) 

j = 2k, 2 . 2k, 3 . 2k, ... , N - 2k, k = 1, 2, ... , n - 1, 

q?) == Fj , pjO) == 0, j = 1,2, ... ,N - 1, 
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from which we find p~k) and q~k) for j =I- 0, and also 

C(k-I) s~k-I) = q~k-l) + p~!::) + P~=~L1' 

(k) (k-I) + (k-l) 
Po = Po so, 

(k) (k) (k-I) (k-I) k 
qo =2Po +q2~-1 +qN-2.-1, =1,2, ... ,n-l, 

(28) 

q(O) _ z;1 p(O) - 0 o - .£'0, 0-

from which we find p~k) and q~k). 
We turn now to the solution of (26). From (27) and (28) for k = n - 1 

we obtain the relations 

from which we find 

(n-I) (n-l) 2 (n-l) (n-I») 
qo - q2n-1 = Po - P2n-1 . (29) 

We now subtract the second equation in (26) from the first. Using (29) and 
(12) from Section 3.2.1 we obtain 

(c(n-l) + 2E)(Yo - Y2n-1) = [c(n-2)j2(Yo - Y2n-1) = FJn-l) - F~::11) 

= c(n-l)(p~n-I) _ p~:=-:» + q~n-l) _ q;:=-11) = [c(n-2)j2(p~n-l) _ p~:=-:». 

Assuming that c(n-2) is a non-singular, we conclude that 

y; y; (n-l) (n-l) 
2n- 1 = 0 - Po + P2n-1 . (30) 

Substituting (30) in the first equation in (26), we obtain 

(c(n-l) _ 2E)Yo = FJn-l) _ 2(p~n-l) - p~:::») 

= (c(n-l) _ 2E)p~n-l) + q~n-l) + 2p~:::). 

Consequently, Yo can be found from the formulas 

B(n-I)t(n-I) _ (n-I) + 2 (n-I) 
- qo P2n-1 , B(n-I) = c(n-I) - 2E, 

y; _ (n-l) + t(n-l) 
o -Po , (31) 
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and using (30) Y2n-1 can then be found from the relation 

(32) 

The remaining unknowns are found sequentially from the formulas 

YN = Yo, 

C(k-l)t(k-l) (k-l) y Y 
j = qj + j-2.- 1 + j+2.- 1 , 

Y . _ (k-l) + t(k-l) 
J - Pj i' (33) 

j = 2k- 1 ,3. 2k-1,5· 2k- 1 , ••• ,N _ 2k- 1 , 

k = n -1, n - 2, ... ,1. 

Thus, the formulas (27), (28), (31)-(33) describe the cyclic reduction method 
for solving the periodic problem (21). The matrices C(k-l) and B(n-l) are 
inverted using the factorizations (19), (20), where in (20) it is necessary to 
change n to n ~ 1. 

We now estimate the number of arithmetic operations Q required to re­
alize the cyclic reduction method for a periodic problem. As before, we denote 
by q the number of operations required to solve the equation C',k-l V = F, 
and by ij the number of auxiliary operations needed to solve the same system 
but with a different right-hand side F. The estimate is given by the formula 

Q = ijN log2 N + (1.5q - 2ij + 7 M)N - 2q + 2ij - 14M. 

A comparison of this estimate with the estimate (45) Section 3.2 obtained 
in the case of a first-kind boundary-value probelm indicates that the cost of 
solving a periodic problem is practically the same as the cost of solving a 
boundary-value problem of the first kind. 

3.4.3 A boundary-value problem of the third kind 
3.4.3.1 The elimination process. We consider now the cyclic reduction method 
for solving a boundary-value problem of the third kind for the three-point 
vector equations 

(C + 2aE)Yo - 2Y} = Fo, 

-Yj-l + CYj - Yj+l = Fj, 

-2YN-l + (C + 2(3E)YN = FN, 

j =0, 

1 ~j ~ N -1, 

j=N. 

(34) 

Assuming that a ~ 0, (3 ~ 0, a 2 + (32 i: 0, we introduce the following notation 
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using which we write (34) in the form 

C (O)y; _ 2Y; - F.(O) 
1 0 1- 0 , 

_yo 1 + C(O)y. - Y·+1- F(O) J- J J - j , 

C(O) (0) 
-2YN-1 + 2 YN= FN , 

j =0, 

1 ~j ~ N -1, 

j=N. 

(34') 

Suppose N = 2n. The elimination process for (34') is carried out in the 

same way as for the system (1), which corresponds to the case C~O) = C~O) = 
C(O) (a = (3 = 0). 

We write out the reduced system obtained at the end of the n-th step of 
the elimination process 

(6') 

and the group of equations 

(35) 
. - 2 k- 1 3. 2 k- 1 N _ 2 k- 1 J - , , ... , , k = n, n - 1, ... , 1 

for sequentially finding the unknowns Yj. Here the right-hand sides F?) are 
determined using the recurrence relations 

F~k) = F~k-1) + C(k-1) F~k-1) + F~k-1) (36) 
1 1-2.-1 1 1+2.-1, 

j = 2k, 2. 2k, ... , N - 2k, k = 1,2, ... , n - 1, 

F.(k) _ C(k-1) F.(k-1) + 2F(k-1) 
o - 0 2.- 1 , k = 1,2, . .. ,n, 

k = 1,2, ... ,n, 

and the matrices C~k), C~k) and C(k) are found using 

C(k) = [C(k-1)j2 - 2E, 

C~k) = C(k-1)C?-l) - 2E, 

C~k) = C(k-1)C~k-1) - 2E, 

k = 1,2, ... , n - 1, C(O) = C, 

k = 1,2, ... , n, C~O) = C + 2aE, 

k (0) C = 1,2, ... ,n, C2 = +2{3E. 

(37) 

(38) 

(39) 

From the system (6') we obtain equations for determining Yo and YN. From 
(39) it is possible to conclude that C~k), C~k), and C(k) are matrix polyno­
mials of degree 2k in the matrix C. Consequently they commute. Therefore 
from (6') we obtain the equations 

-n(nH)y; _ F.(n+1) 
v 0 - 0 , (40) 
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and the equivalent equations 

1)(n+l)v _ F(n+l) 
~N- N , 

where we have denoted 

F.(n+l) _ C(n) F.(n) + 2F(n) 
o - 2 0 N , 

FV+1) = 2FJn) + C~n) FV), 

1)(n+l) = C~n)C~n) _ 4E = C~n)C~n) - 4E. 

(40') 

(41) 

(42) 

(43) 

Thus it is possible to use the equations (40) or (40') to find Yo and YN. We 
will use (40). 

Instead of the vectors F?), we will determine the vectors p~k) and q~k), 
which are related to F?) by the following equations: 

F.(k) _ C(k) (k) + (k) 
o - 1 Po qo, 

F (k) _ C(k) (k) + (k) 
N - 2 PN qN' k = 0,1, ... ,n, 

F.(n+l) _ 1)(n+l) (n+l) + (n+l) 
o - Po qo, 

F~k) = C(k)p(k) + q(k) 
1 1 l' 

k = 0,1,2, ... ,n - 1. 

(44) 

(45) 

(46) 

(47) 

We now obtain recurrence formulas for p~k) and q~k). If j :f 0, N then, 
assuming as before the non-singularity of the matrices C(k-l) , we obtain from 
(36), (39), and (47) the following formulas 

C(k-l) s(k-l) _ q(k-l) + p(k-l) + p(k-l) 
i - i i-2k - 1 i+2 k -l> 

(k) (k-l) + (k-l) 
Pi = Pi si' 

(k) (k-l) (k-l) (k-l) 
qj = 2pj + qj_2k-1 + qj+2k- 1, 

j = 2k, 2. 2k, ... , N - 2k, k = 1,2, ... , n - 1, 

(0) - F 
qj = j, 

(48) 
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We now find formulas for p~k) and q~k) for k = 0,1, ... , n+l. Substituting 
(44) and (47) in (37), and (44)-(46) in (41), we obtain for k = 1,2, ... , n 

C (k) (k) + (k) 
1 Po qo 

_ C(k-l) (C(k-l) (k-l) + (k-l) + 2 (k-l)) + 2 (k-l) 
- 1 Po qo P2k-l q2 k - 1 

and for k = n + 1 

.....In+l) (n+1) + (n+1) _ C(n) (C(n) (n) + (n) + 2 (n)) + 2 (n) v' Po qo - 2 1 Po qo PN qN . 

We choose q~k) and q~n+1) from the formulas 

(k) 2 (k) + 2 (k-l) 
qo = Po q2 k - 1 , k = 1,2, ... ,n, 

(n+l) 4 (n+l) + 2 (n) 
qo = Po qN 

and use the following equations which arise from (39) and (43) 

(49) 

(50) 

(51) 

Then, if C(k-l) and C~n) are non-singular, (49) and (50) can be written in 
the form of a single equation 

C (k-l) (k) _ C(k-l) (k-l) + (k-l) + 2 (k-l) 
1 Po - 1 Po qo P2k-l , 

k = 1,2, ... ,n+1. 

Combining these equations with (51), we obtain the final formulas for com­

puting p~k) and q~k): 

C(k-l) (k-l) _ (k-l) + 2 (k-l) 
1 So - qo P2k-l , 

(k) (k-l) + (k-l) k Po = Po so, = 1,2, ... , n + 1, 

q~k) = 2p~k) + 2q;~~~) , k = 1,2, ... , n, (52) 

q~n+l) = 4p~n+l) + 2q<;:), 

q~O) = Fo, p~O) = o. 
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Analogously, using (45), (47), and the recurrence relations (38) and (39), we 

obtain the formulas for computing p~) and q~): 

C(k-l) (k-l) (k-l) + 2 (k-l) 
2 SN = qN PN_2k-1, 

(k) (k-l) + (k-l) 
PN =PN SN' 

(k) (k) (k-l) k 2 
qN = 2PN + 2qN_2k-1, = 1, , ... , n, 

(53) 

q~) = FN, p~) = O. 

It remains to eliminate F?) from (35) and (40). Substituting (47) in (35), 
and (45) and (46) in (40), we obtain the following formulas for finding}j: 

V (n+l) (n+l) _ (n+I) y. (n+l) + (n+I) 
So - qo , 0 = Po So, 

C(n)s(n) _ q(n) + 2Y. Y _ p(n) + s(n) 
2 N - N 0, N - N N , 

C(k-l) (k-l) (k-l) Y Y 
Sj = qj + j_2k-1 + j+2k-1, 

Y (k-l) + (k-l) 
j = Pj Sj, 

. - 2k- 1 3. 2k- 1 N _ 2k- 1 J - , , ... , , k = n,n- 1, ... ,1. 

(54) 

(55) 

(56) 

Thus, the formulas (48), (52)-(56) describe the cyclic reduction method for 
the boundary-value problem of the third kind (34). 

Remark 1. If equation (40') is used to find Yo and YN , then, introducing in 
place of p~n+l) and q~n+l) the vectors p<;:+l) and q<;:+l) related to Ft'+I) by 
the equation 

F(n+I) _ v(n+l) (n+I) + (n+I) 
N - PN qN' 

we obtain from (38), (42), (44), and (47) the following formulas for finding 
p<t,) and q<t,): 

C(k-l) (k-l) (k-l) + 2 (k-l) 
2 SN = qN PN_2k-1, 

(k) (k-l) + (k-l) 
PN =PN SN' k=1,2, ... ,n+1, 

(k) (k) (k-l) 
qN = 2PN + 2qN_2k-1' k=1,2, ... ,n, (53') 

q<;:+l) = 4p<;:+I) + 2q~n) , 

q~) = FN, p~) = O. 
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The formulas (53') replace (53). Since in this case it is not necessary to 
compute the vector FJn+l) or the vectors p~n+l) and q~n+l), (52) can be 
changed to: 

C?-l) s~k-l) = q~k-l) + 2p~~=:), 
(k) (k-l) + (k-l) 

Po = Po so, 

(k) 2 (k) + 2 (k-l) qo = Po q2 k - 1 , k = 1,2, ... ,n, 
(0) . (0) 

qo = Fo, Po = O. 

From (35) and (40') we obtain formulas for finding Yo and YN: 

V (nH) (n+l) _ (nH) 
sN - qN , Y (n+l) + (n+l) 

N=PN SN' 
C(n) (n) _ (n) + 2Y 

1 So - qo N, y; _ p(n) + s(n) 
0- 0 o' 

(52') 

(55') 

(54') 

The remaining unknowns are found using (56). Thus, the formulas (48), (52')­
(55'), and (56) can also be used to solve (34). 

Remark 2. If YN is given, i.e. in place of (34) it is necessary to solve the 
boundary-value problem 

(C + 2o:E)Yo - 2Y1 = Fo, 

-Yj-l + CYj - Yj+l = Fj, 

YN=FN, 

j =0, 

1 ~ j ~ N -1, 

j=N, 

then the cyclic reduction method is described by (48), (52'), (54'), and (56). 
If we are given Yo, i.e. we are solving the problem 

-Yj-l + CYj - Yj+l = Fj, 

-2YN- 1 + (C + 2{3E)YN = FN, 

1 ~ j ~ N -1, 

j = N, Yo = Fo, 

then the method is described by (48), (53), (55), and (56). 

3.4.3.2 Factoring the matrices. From (39) and (43) it follows that C?), C~k) 
and C(k) are matrix polynomials of degree 2k, and v(n+l) is a polynomial 
of degree 2n +1 , in the matrix C with the coefficient of highest degree equal 
to 1. Having in mind the necessity of inverting these matrices, we now factor 
them. We will obtain an explicit representation of these polynomials in terms 
of known polynomials, and study the roots of the indicated polynomials. 
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In Section 3.2.2 it was shown that C(k) can be expressed in terms of the 
Chebyshev polynomials of the first kind in the following way: 

C(k) = 2T2k (~c) , k = 0, 1,. '" (57) 

Further, from (39) we find 

C;k) _ C(k) = C(k-l) [cik- 1) _ C(k-l)] = ... 

k-l k-l (58) 
... = II C(l) [C;O) - C(O)] = 2a II c(I). 

1=0 1=0 

Since g C(l) = g 2T21 (~C) = U2k_l (~C) , 
where Un(x) is the Chebyshev polynomial of the second kind, we obtain from 
(58) the following representation for cik): 

k = 0,1, .... (59) 

Analogously we obtain a representation for C~k): 

k = 0,1, .... (60) 

Further, substituting (59) and (60) in (43), we have 

v(n+l) = 4 [T2k (~c) r -4E 

+ 4(a + J3)T2k (~c) U2k-l (~c) +4aJ3 [U2k_1 (~c) r (61) 

Since 
(62) 

from (61) we obtain 

v(n+!) = U2n-l (~C) [(C2 + 4aJ3E - 4E)U2n_l (~C) 

+ 4(a+J3)T2R (~C)]. 
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Thus, we have obtained a representation for C(k), C?), C~k), and v(n+1) in 
terms of known polynomials. Since the roots of the Chebyshev polynomials 
of the first and second kinds are known, from (57) and (62) we obtain 

2· C(k) = II (C - 2 (21-1)1l"E) cos 2k+1 ' 
1=1 

v(n+1) = 2it (c -2 cos ~: E) [(C2 +40:,BE - 4E)U2n-1 (~c) 

+ 4(0: + ,B)T2n (~c)] . 
Therefore it follows from (59), (60) that it remains for us to find the 

roots of the polynomials 

Pm(t) = 2Tm (~) + 20:Um-1 (~) , 

Qm(t) = 2Tm (~) + 2,BUm- 1 (~) , 

m=2k, k=0,1, ... ,n-1, 

(63) 

which correspond to the matrix polynomials C~k) and C~k), and the roots of 
the polynomial 

which generates the polynomial v(n+1). 

This problem can be solved in two ways. The first method involves ap­
proximately finding the roots of the polynomials, the second involves trans­
forming this problem to an eigenvalue problem for some tridiagonal matrix. 
We shall look in more detail at the second method. 

We denote by Sk(A) the folowing k-th order determinant: 

A + 20: 2 0 0 0 0 0 0 
1 A 1 0 0 0 0 0 
0 1 A 1 0 0 0 0 

Sk(A) = .................................... ,k ~ 2 
0 0 0 0 1 A 1 0 
0 0 0 0 0 1 A 1 
0 0 0 0 0 0 1 A 
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and set S1(A) = A + 20:. From the definition and the structure of the matrix 
corresponding to Sk(A), we find a recurrence relation for Sk(A): 

Sk+l(A) = ASk(A) - Sk-l(A), k ~ 2, 

S2(A) = ASI(A) - 2, SI(A) = A + 20:. 
(65) 

U sing the recurrence relation for the Chebyshev polynomials (see Section 
1.4.2) 

Tn+I(X) = 2xTn(x) - Tn-l(x), TI(X) = X, To(x) = 1, 

UnH(x) = 2xUn(x) - Un-leX), UI(x) = 2x, Uo(x) = 1 

and the relation (65), we obtain a representation for Sm(A) in terms of the 
Chebyshev polynomials: 

Comparing this expression with (63) we find that the roots of the polynomial 
Pm(t) coincide with the roots of the determinant Sm(A). 

The problem of finding the roots of Sm(A) is equivalent to the problem 
of finding those values of the parameter A for which the system of algebraic 
equations 

Yi-l + AYi + Yi+l = 0, 

(A + 20:)yo + 2YI = 0, 

Ym= ° 
1:::; i:::; m -1, 

i = 0, (66) 

has a non-null solution. We shall write (66) in another form. Using the nota­
tion for the second difference derivative 

1 1 
Yxx,i = y;,(Yx,i - Yx,i) = h2 (YiH - 2Yi + Yi-l), 

we rewrite (66) in the following form 

Yxx + /-tY = 0, 1:::; i:::; m -1, 

2 20: 
y;,Yx + h2 Y + /-tY = 0, i = 0, Ym = 0, 

(66') 

where A and /-t are connected by the relation A = /-th2 - 2. Thus, to find the 
roots of the polynomial C}k) it is sufficient to solve the problem (66') for 
m = 2k, k = 0,1, .... 
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By analogy with the above, it is possible to show that the roots of the 
polynomial Qm(t) are found by solving the problem 

Yiz + I'Y = 0, 1 ~ i ~ m -1, 

2 2{3 
-"hYz + h2 Y + I'Y = 0, i = m, Yo = 0, 

(67) 

where the relation A = I'h2 - 2 determines these roots. 

To find the roots of the polynomial R2n+l(t) defined in (64), it is neces­
sary to solve the following eigenvalue problem: 

Yiz + I'Y = 0, 

2 20: 
"hYz + h2 Y + I'Y = 0, i = 0, (68) 

2 2{3 
-"hYz + h2 Y + I'Y = 0, 

and the roots are found from the equation A = I'h2 - 2. 

Notice that the problems (66)-(68) can be solved using the QR algorithm 
for the complete eigenproblem. 
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In this chapter we study variants of the method of separation of variables, 
which we use to solve the simplest elliptic grid equations in a rectangle. In 
Section 4.1 we present an algorithm for the fast Fourier transform of real 
and complex functions. In Section 4.2 we consider a classical variant of the 
method of separation of variables, using the Fourier transform algorithm. In 
Section 4.3 we construct a combined method, including incomplete reduction 
and separation of variables. We consider an application of this method to the 
solution of second and fourth order boundary value difference problems for 
Poisson's equation. In Section 4.4 we describe a stable variant of the staircase 
algorithm for solving systems with tridiagonal and block tridiagonal matrices, 
also using the Fourier transform algorithm. 

4.1 The algorithm for the discrete Fourier transform 

4.1.1 Statement of the problem. One of the methods of separating variables 
for finding the solution of multi-dimensional grid problems is the expansion 
of the solution in a finite Fourier sum using the eigenfunctions of the corre­
sponding grid operators. The effectiveness of this method depends on how 
quickly the Fourier coefficients of the given grid function can be computed 
and how quickly the desired function can be regenerated from the Fourier 
coefficients. 

If, for example, we have defined the function f( i) and the orthonormal 
system of functions J-Lk(i), k = O,l, ... N, on the grid w = {Xi = ih,O ::; 
i ::; N, hN = I}, containing N + 1 nodes, and the Fourier coefficients of the 
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function f(i) are computed from the formulas 

N 

t.pk = Lf(i)/-lk(i)h, k = O,l, ... ,N, (1) 
i=O 

then computing all the coefficients t.pk requires (N +l)(N +2) multiplications 
and N(N + 1) additions. 

In the general case of an arbitrary system offunctions {/-lh(i)} this is the 
minimal number of arithmetic operations required. In a series of special cases 
where the orthonormal system of functions has a special form, the munber 
of arithmetic operations necessary to compute sums of the form (1) can be 
significantly reduced. We shall look at these cases and develop algorithms 
which allow us to compute all the Fourier coefficients and regenerate the 
function from the Fourier coefficients in O( N In N) arithmetic operations. 

We move on now to a description of some special cases. 

Problem 1. Expansion in sines. Suppose that we have introduced on the 
interval 0 ~ x ~ 1 the uniform grid w = {Xj = jh, 0 ~ j ~ N, hN = I} with 
step h. We denote by w = {x j = j h, 1 ~ j ~ N - I} the set of interior nodes 
of the grid w. 

Suppose that the real-valued grid function f(j) is defined on w (or f(j) 
is defined on w, where f(O) = feN) = 0). 

In Section 1.5 it was shown that the function f()) can be represented in 
the form of an expansion 

N-l 

f( .) 2 '" . hj 
J = N L.. t.pk SIll N' 

k=1 

j = 1,2, ... , N - 1, (2) 

where the coefficients t.pk are determined by the formula 

N-1 k . 
t.pk = L f(j)sin ;;, 

j=l 

k=1,2, ... ,N-1. (3) 

Comparing (2) and (3) we find that the problems of computing the coefficients 
t.pk for the given function f(j) and regenerating this function from {t.pk} 
reduce to the computation of N - 1 sums of the form 

N-1 k. 
'" . 7rJ Yk = L.. ajSlll--, . N 
)=1 

k = 1,2, ... ,N - 1. (4) 
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The formula (4) describes a rule for transforming a grid function aj, 

1 ~ j ~ N - 1 defined on the grid w into the grid function Yj, 1 ~ j ~ 
N - 1. The algebraic interpretation of (4) is as follows: if we denote by 
a = (aI' a2, ... , aN -1) the vector of dimension N - 1, then (4) describes the 
transformation of the vector a which results when we move from the natural 
basis to the basis formed by the system of orthogonal vectors 

Problem 2. Expan8ion in 8hifted 8ine8. Suppose that the real-valued grid 
function l(j) is defined on the set w+ = {Xj = jh, 1 ~ j ~ N} (or on w, 
where 1(0) = 0). In Section 1.5 it was shown that such a function l(j) can 
be represented in the form 

I( ')_:!:...~ . (2k-1)7rj 
J - N L.,'P k sm 2N ' 

k=l 

j = 1,2, ... ,N, (5) 

where the coefficients <Pk are determined by the formula 

~ 1(')' (2k - l)7ri 
<Pk = ~Pj J sm 2N ' 

j=l 

k = 1,2, ... ,N, (6) 

where 

{ I, j:f. O,N, 
Pi = . 0.5, J = O,N. 

(7) 

If the function l(j) is defined on the set w- = {Xj = jh, 0:$ j :$ N -I} (or 
on w, where I(N) = 0), then the expansion corresponding to (5) and (6) has 
the form 

I(N - .)_:!:... ~ . (2k-1)7rj 
J - N ~<pksm 2N ' 

k=l 

j = 1,2, ... ,N, (8) 

~ I(N') . (2k - l)7rj 
<pk = ~PN-i - J sm 2N ' 

i=l 

k = 1,2, ... , N, (9) 

where the function Pi is defined in (7). 
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From (5), (6), (8), and (9) it follows that here the problem is to compute 
sums of the form 

~ . (2k - 1)71-) 
Yk = .L.Jajsm 2N ' 

j=l 

k = 1,2, ... ,N, (10) 

~ . (2k - 1)71-) 
Yj = .L.J aksm 2N ' 

k=l 

j = 1,2, ... ,N, (10') 

Problem 3. Expansion in cosines. Suppose that the real-valued function f(j) 
is defined on the grid w. Then for the function f(j) we have the expansion 

. 2 ~ hj 
f(J) = N.L.J Pki.pk cos N' 

k=O 

j = O,l, ... ,N, (11) 

where 
N k . 

i.pk = " pjf(j) cos 7rJ, .L.J N k = O,l, ... ,N, (12) 
}=o 

and Pj is defined in (7). From the formulas (11) and (12) comes the problem 
of computing sums of the form 

N k . 
~ 7rJ 

Yk = .L.Jaj cos N' 
j=O 

k = 0,1, ... ,N. (13) 

Problem 4. Transformation of a real-valued periodic grid function. As­
sume that on the axis -00 < x < 00 the uniform grid n = {x j = j h, 
j = 0, ±1, ±2, ... , Nh = I} with step h has been defined. Suppose that the 
real-valued grid function 

f(j) = f(j + N), j = 0, ±1, ... , 

periodic with period N, has been defined on n. In Section 1.5 it was shown 
that the function f(j) could be represented for 0 ::; j ::; N - 1 in the form 
(for even N) 

f(j) = ~ 
N 

j = O,l, ... ,N - 1, 

(14) 
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where the coefficients 'Pic and 'Pic are defined by the formulas 

N-l 2k . 
'Pk = L f(j) cos ;J, 

j=O 

N 
k = 0,1""'2' (15) 

N-l 2k . 
" f(')' 1I"J r{;1c= ~ ) SInN' 

j=l 

N 
k = 1,2""'2 - 1, (16) 

and the function Pic is 

{ I k '" 0, N /2, 
Pk = 0.5, k = 0, N/2. 

The formulas (14)-(16) lead us to the problem of computing sums of 
three forms: 

N/2 2k' N/2-1 2k' L 11") L . 11") 
Yk = a'cos-- + (j'SIn--

J N J N' 
j=O j=l 

k = O,I, ... ,N -1, (17) 

N-l 2hj 
Yk = L ajcos--, . N 

]=0 

k = 0,1, ... ,N/2, 

(18) 
N-1 2k' 

_ " • 11") Yk = ~ ajsIn--, 
. N 
)=1 

k = 1,2, ... , N /2 - 1, 

where the coefficients in the sums (18) are the same. 

Problem 5. Transformation of a complex periodic grid function. Suppose 
that the grid function f(j), periodic with period N, is defined on the grid 
n and takes on complex values. The function f(j) can be represented for ° ~ j ~ N - 1 in the form 

j = 0,1, ... , N -1, i = H, (19) 

where the complex coefficients 'P k are defined by the formula 

. -2k7r) . N-1 ( . ) 
'Pk = ~ f())exp ~z , k = 0,1, ... , N - 1. (20) 
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Notice that 'Po = 'PN and, in addition, 

N-1 () . 2k1rj. 
'PN-k = ?: f(J)exp N Z , 

J=O 

k =O,I, ... ,JV - 1. 

Therefore, the computation of the coefficients 'Pk and the regeneration of the 
function f(j) leads to the computation of sums of the form 

N-1 (2k .) 
Yk = ?: aj exp ;/ i , 

J=O 

k = O,I, ... ,JV - 1 (21) 

with complex aj. 

Thus, it is necessary for us to construct algorithms which compute sums 
ofthe form (4), (10), (13), (17), (18), and (21), and which requires less than 
O(JV2) arithmetic operations. It is easiest to construct the algorithm in the 
case when JV is a power of 2: JV = 2n, and we will limit ourselves to this case. 

4.1.2 Expansion in sines and shifted sines. We now consider in more detail an 
algorithm for computing the sums (4), assuming that JV = 2n. In this case 
( 4) has the form 

2n_1 . 

L (0) . k7rJ 
Y = a· Sln--

k J 2n ' 
j=l 

k = 1,2, ... ,2n - 1, (22) 

where we have introduced the notation a}O) = aj. 

The idea of the method consists in first grouping together the terms 
in the sum (22) having a common multiplier, and then carrying out the 
multiplication. At the first stage of the algorithm, the terms with indices j 
and 2n - j are grouped together for j = 1,2, ... ,2n - 1 - 1 using the relation 

. k1r(2n - j) (l)k-1' k7rj SIn = - sln-2 . 2n n (23) 

We write out (22) in the form of three terms 
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and make the change j' = 2n - j in the second sum. Taking into account (23) 
we obtain 

(24) 

If we denote 

a(l) = iO) _ a(O) . 
J J 2 R -J' 

(1) _ (0) (0) 
a 2R _ j - aj + a 2n _j' j = 1,2, ... ,2n - 1 - 1, 

(1) (0) 
a 2R - 1 = a 2R - 1 

then from (24) we have 

2n-l 
,,(1) . (2k-l)1l-j 

Y2k-l = L..J a2R _ j sm 2n ' 

j=1 

k= 1,2, ... ,2n - 1 , (25) 

k = 1,2, ... ,2n - 1 -1. (26) 

Thus as the end of the first stage we have two sums of the form (25) 
and (26), each of which contains about half as many terms as the original 
sum (22). Besides, the sums of the form (26) and the original sum have an 
analogous structure. Therefore the grouping process described above can be 
applied to (26). 

At the second stage, as above, we partition the sums (26) into three 
terms and use (23), with n changed to n - 1, to group the terms of the sum 
(26) with indices j and 2n - 1 - 1 for j = 1,2, ... , 2n - 2 - 1. As the end of the 
second stage, in place of (26) we obtain 

k = 1,2, ... ,2n - 2 , (27) 

k = 1,2, ... ,2n - 2 -1, (28) 
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where 

a~2J_l_j = a~l) + a~!!_l_j' j = 1,2, ... , 2n - 2 - 1, 

(2) (I) 
a 2n - 2 = a 2n- 2 • 

Thus, the original problem (22) is equivalent to computing the sums 
(25), (27), and (28). The formula (28) allows us to compute Yk for k divisible 
by 4, (27) for k divisible by 2 but not divisible by 4, and (25) is used to 
compute Yk for odd k. 

Continuing the process of transforming summations, we obtain at the 
end of the pth stage 

2n -. 

'" (8) • (2k - 1)'Il-j 
Y2·- 1 (2k-l) = L.J a2n-'+ 1 _ j sm 2n - .. +1 ' 

j=1 

k=I,2, ... ,2n-.. , s=I,2, ... ,p, 

2n - p _I . 
'" (p). k'TrJ 

Y2Pk = L.J a j sm 2n -p' 

j=1 

k = 1,2, ... , 2n - p - 1, 

(29) 

where p = 1,2, ... , n - 1, and the coefficients a~p) are defined recursively 

(p) (p-I) (p-I) 
aj = aj - a2n - p+1 _i' 

(p) (p-I) (p-I) 
a2n-p+l_j = aj + a2n-p+l_j' j = 1,2, ... ,2n - p -1, (30) 

(p) _ (p-I) 
a 2n - p - a 2n - p , p=I,2, ... ,n-1. 

Substituting p = n - 1 in (29) we find 

I . 
'" (n-I) . 7rJ (n-I) 

Y2 n - 1 = L.J a j sIn "2 = a l , 

j=1 
(31) 

k = 1,2, ... ,2n - s 

for s = 1,2, ... , n-1. 

Thus, the original problem (22) reduces to the computation of the (n­
l)st group of sums (31). The required transformation of the coefficients a~O) 
is described by the formulas (30). 
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The second step of the algorithm consists in transforming the sums (31) 
which, after setting for each fixed s 

k = 1,2, ... ,2n -., 

j = 1,2, ... , 2n-B, 

s=I,2, ... ,n-l, 

are written in the following form; 

2' . 
(0)(1) = ""' b~O)(I) • (2k - 1)71"} 

zk L..J 1 sm 21+1 ' 
j=l 

k=I,2, ... ,2', (32) 

where 1 = 1,2, ... , n -1. Here the coefficients b~O) (1) and the functions zrO) (1) 
depend on the index I, but since here we are developing a method for com­
puting the sum (32) for fixed I, the index is everywhere dropped. 

We will now concentrate on the transformation of the sum (32). We 
represent it in the form of two terms, having divided the terms into those 
with even and odd indices j: 

2'-1 . 

(0)(1) _ ""' b(O)(I) • (2k - 1 )7I"J 
zk - L..J 2j sm , 

j=l 2 

2'-1 . 
""' b(O) (1) . (2k - 1 )7I"(2J - 1) + L..J 2j-1 sm 21+1 • 
j=l 

(33) 

Using the equation 

. (2k-l)(2j-2)7I" . (2k-l)2j7l" -2 (2k-l)7I". (2k-l)(2j-l)7I" 
sm 21+1 +sm 2'+1 - cos 21+1 sm 21+1 ' 

we write out the second term in the form of two sums: 

2'-1 . 
""' b(O) (1) . 7I"(2k - 1 )(2J - 1) 
L..J 2j-1 sm 21+1 
j=l 

[

2'-1 
1 (0). (2k - 1)7I"j 

= ~ X E b2j _ 1(1)sm 2' 
2 cos 2'+1 j=l 

~ b(O) (1) . (2k -1)71"0 -1)] + L..J 2j-1 sm 2' 
j=l 
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1 ( (0) . (2k - 1)'11" 
- ~ b2'_1(I)sm 2 

2 cos 2'+1 

2'~1 ( (0) (0») . (2k - 1}1l"i) + f=: b2;+1(I) + b2;_1(1) sm 2' . (34) 

Notice that the second sum in the square brackets was obtained by changing 
the index j = j' + 1. 

We denote 

bV)(I) = b(O) (1) + b(O) (1) 
) 2)-1 21+1' j = 1,2, ... ,2'-1_1, 

b~~~l(I)= b~~~l(1), 
b~l) (2) = b~~) (1), j = 1,2, ... ,2'-1 

and substitute (34) in (33). We obtain the expression 

2'-1 . 2'-1 . 
(0)(1) = ~ bV)(2) . (2k -1)'II") + 1 ~ b~l)(I) . (2k - 1)'II") 

zk L.J) sm 2' (2k-1)1I' L.J) sm 2' , 
;=1 2 cos 2'+1 ;=1 

for k = 1,2, ... ,2'. Substituting 2' - k + 1 for k, we obtain 

2'-1 . 
(0) (1) = _ ~ b<'1)(2) . (2k -1)'II") 

z2'-k+1 L.J J sm 2' 
;=1 

2'-1 . 
1 ~ b~l)(I) . (2k - 1)'II") 

+ (2k,l)1I' L.J) sm 2' . 
2 cos 2 +1 ;=1 

Consequently, if we denote 

2'-1 . 
(k)( ) _ ~ b(l)( ) . (2k - 1)'II") 

zk S - L.J; s sm 2' , 
;=1 

k = 1,2, ... ,2'-1, s = 1,2, 

then the original sum z~O)(I) can be computed from the formulas 

(O)() (1)() 1 (1)( ) 
zk 1 = zk 2 + ~ zk 1, 

2 cos 2'+1 

(0) () (1)( ) 1 (1)( ) 
Z2'_k+11 = -zk 2 + ~zk 1, 

2 cos 2'+1 

k = 1,2, ... ,2'-1. 
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Thus, the first step gives rise to the sums zll)(l) and Zll)(2), each of which 

contains half as many terms as the original sum zlO)(l), but which has the 

same structure as zlO) (1). Thus the transformation process described above 

for the original summation can be applied separately to the sums zil )(l) and 

zil) (2). As a result, we obtain the sums zi2) (s), s = 1,2,3,4, which also 
preserve the structure of the original sum. Continuing the transformation 
process, at the m th stage we obtain the sums 

2'-m . 

(m)( ) _ "'"' b(m)( ) . (2k -1)11") 
zk s - ~ j s sm 2'-mH ' 

j=l 

k = 1,2, . .. ,2,-m, s = 1,2, . .. ,2m 

(35) 

for each m = 0,1, ... ,1, where the coefficients b)m)(s) are defined recursively 
for s = 1,2, ... ,2m - l by the formulas 

b(m)(2 1) b(m-l)() b(m-l)() 
j s - = 2j-l S + 2j+l S, 

b;~}m(2s -1)= b;':'-';}11_l(s) 

b;m) (2s) = b~j-l)(s), 

j = 1,2, ... ,2'-m, 
m=1,2, ... ,1-1, 

m= 1,2, ... ,I, (36) 

j = 1,2, ... , 2'-m, 
m= 1,2, ... ,1. 

Here the sums at the m th stage are connected with the sums obtained 
at the (m - 1 )st stage by the following formulas: 

(m-l)() (m)(2) 1 (m)(2 1) zk S = zk S + ,..(2k-l) zk s - , 
2 cos 2'-m+2 

(m-l) ( ) (m)(2 ) 1 (m)(2 1) (37) Z2'-m+l_k+l S = -zk S + ,..(2k-l) zk s - , 
2cos 2'-m+2 

k = 1,2, ... , 2'-m, s = 1,2, ... ,2m - I , m = 1,2, ... , I. 

Substituting m = 1 in (35), we obtain 

(38) 

Thus, the sums ziO\l) are computed as follows. Starting from the given 

coefficients b;O), 1 :S j :S 2', the remaining coefficients b~') (s), 1 :S s :S 2', are 
computed from the formulas (36). By (38), they are used as initial data for 
the recurrence relations (37). Using (37) sequentially for m = 1, 1- 1, ... , 1, 

we obtain as a result ziO)(l) and consequently Y2.-1(2k-l)' 
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Thus, the algorithm for computing the sums (22) is described by the 
formulas (30), (36), and (38). 

Remark. In the recurrence relations (37) it is possible to avoid the division 
by 2 cos (:'~~1): by making the change 

(m» . (2k - 1)11" (m)() z,. (s = sm 2'-m+l w,. s. 

Here the formulas for computing w~m)(s) take the form 

w(m-l)(S) = 2 cos 1I"(2k - 1) w(m)(2s) + w(m)(2s - 1) 
,. 2'-m+2"'" 

(m-l) ( ) 1I"(2k -1) (m)() (m)( ) (39) 
W 2,- m +1 _,.+1 S = -2 cos 2'-m+2 w,. 2s + w,. 2s -1 , 

k = 1,2, ... , 2'-m, s = 1,2, ... , 2m- I , m = 1,1- 1, ... ,1, 

(n (n( ) , where WI (s)=b1 s ,s=I,2, ... ,2 and 

(0)(1) _ . (2k - 1 )11" (0)(1) z,. - sm 21+1 w,. , k = 1,2, ... ,2'. (40) 

We now compute the number of arithmetic operations required to re­
alize the algorithm (30), (36)-(38). We will assume that the values of the 
trigonometric functions have been previously computed. 

An elementary computation shows: 

[1] realizing (30) requires 

n-l 

Ql = L 2(2n - p - 1) = 2· 2n - 2(n + 1) 
p=1 

additions and subtractions; 

[2] realizing (36) for fixed 1 requires 

'-I 
ii, = L (2'-m -1)· 2m- 1 = (1- 2)2'-1 + 1 

m=1 

additions, and realizing (37) requires 

, 
q, = L 2 . 2'-m . 2m- 1 = 21 . 2'-1 

m=1 
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additions and 
I 

qj = L 2'- m . 2m-l = 1.2' - 1 

m=1 

multiplications. In all, the formulas (36) and (37) require for fixed I 

q, = iii + q, = (31 - 2) . 2' - 1 + 1 (42) 

addtions and qj multiplications. For alII = 1,2, ... , n - 1 the total is 

n-l n-l 
Q2 = L q, = L [(31- 2).2' - 1 + 1] = ~n2n - 4· 2n + n + 4 

1=1 1=1 

additions and 

n-l n-l 
Q3 = L qj = L 12' - 1 = %2n - 2n + 1 

1=1 1=1 

multiplications. 

Thus, the algorithm (30), (36)-(38) is characterized by the following 
estimates for the number of arithmetic operations: Q+ = Ql + Q2 = (3n/2-
2)2n - n + 2 additions and Q* = (n/2 - 1)2n + 1 multiplications. If no 
distinction is made between additions and multiplications, then the total 
number of operations is 

For comparison, we give here an estimate of the number of operations 
required to compute the sums (22) directly. We will have (2n - 1)2 multipli­
cations and (2n - 2)(2n - 1) additions, or in total Q = (N -1)(2N -1). For 
example, if N = 128 (n = 7) we obtain Q = 1404 operations (of which 321 are 
multiplications) for the constructed algorithm, and Q = 32, 131 operations 
(of which 15,873 are multiplications) for the direct algorithm. 

Notice that using (39) and (40) in place of (37) and (38) results in the 
following estimates for the number of operations: Q+ = Gn - 2) 2n - n + 2 
additions and Q* = ¥2n-1 multiplications, or in total Q = (21og2 N -2)N­
log2 N + 1, N = 2n, or slightly more than in the algorithm (30), (36)-(38). 

Thus, the problem 1 stated above is solved. We now consider problem 
2 involving the expansion in shifted sines. Assuming that N = 2n, we write 
out the sum appearing in problem 2 in the following form 

k = 1,2, ... ,2n. (43) 
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Comparing (43) with (32) we find that computing the sums (43) in shifted 
sines is the second step in the algorithm outlined above for computing the 
sums (22), if we substitute 1 = n in (32). Consequently, if we denote 

(0)( ) zk 1 = Yk, k = 1,2, ... ,2", 

(0)( ) bj 1 =aj, i = 1,2, ... ,2", 

the formulas (36)-(38) for 1 = n describe the algorithm for computing the 
sums (43). Substituting 1 = n in the formulas (41) and (42), we obtain the 
following estimates for the new algorithm: Q+ = q" = (~n - 1) 2" + 1 addi­
tions and Q* = q: = ~2" multiplications, or in total Q = (21og2 N -1)N + 1, 
N = 2". Thus, the sums (43) can be computed in about the same number of 
arithmetic operations as the sums (22). 

Recall that the sums (43) are used to compute the Fourier coefficients 
for the grid function ai defined for i = 1,2, ... , N. To regenerate a function 
with given Fourier coefficients, it is necessary to compute the sums 

2" 
" . (2k - l}n"j 

Yj = L..t ak sm 2"+1 ' 
k=1 

i = 1,2, ... ,2". (43') 

U sing for i i= 2" relation 

. (2k -1}n"j 1 [. (k -1}n"j . hi] 
sIn 2"+1 = 2 ..J!i... sm 2" + sm 2" ' 

cos 2"+1 

we obtain 

2"_1 . 
1 "(0). hJ . 1 2 2"-1 = ..J!i... L..t ak sm 2"' J = , , ... , , 

2 cos 2"+1 k=1 

where a~O) is computed from the formula a~O) = ak+ak+l, k = 1,2, ... ,2"-l. 
Comparing the resulting sum with (22), we find that the problem reduces to 
the already solved problem l. 

To compute Y2" we obtain the formula 

2" 2"-1 

Y2" = L ak(-I)k-l = L(a2k-l -a2k). 
k=1 k=1 

Here the sum is computed directly. 



4.1 The algorithm for the discrete Fourier transform 185 

For this algorithm, we obtain the following estimate for the number of 
operations: Q = 2N log2 N -log2 N. 

4.1.3 Expansion in cosines. We look now at an algorithm for solving problem 
3, which consists of computing the sums (13) for N = 2n. We have 

2n 

'" (0) hj 
Yk = L...Jaj cos 2n ' 

j=O 

k = 0,1, ... ,2n. 

where we have introduced the notation a}O) = aj. 

(44) 

The principle for constructing the algorithm is exactly the same as for 
the expansion in sines, and consists of two steps. In the first step, we group 
together the terms of the sums with indicesj and 2n_j for j = 0,1, ... , 2n- 1 _ 

1, then with indices j and 2n - 1 - j, j = 0,1, ... ,2n - 2 - 1, and so forth. 

At the end of the pth stage we have 

2n -'-1 
'" (s) (2k - 1 }7rj 

Y2·- 1 (2k-1) = L...J a2n-'+1 _ j cos 2n - s+1 ' 
j=O 

k = 1,2, ... ,2n - s , s = 1,2, ... ,p, 
(45) 

2 n - p 

L () hj 
Y2P k = aJ.

p cos --, 2n-p 
j=O 

k = 0,1, ... ,2n - p • 

The formulas are correct for p = 1,2, ... , n. The coefficients aJP) are defined 
recursively 

j = 0,1, ... , 2n - p - 1, (46) 

(p) (p-1) 
a2n - p = a2n - p , 

p = 1,2, ... ,no 

Substituting s = p = n in (45), we find 

Y _ a(n) + a(n) (n) (n) (n) 
o - 0 l' Y2 n = ao - a1 , Y2 n - 1 = a2 , (47) 
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and the remaining Yk are found from the formulas 

2n -. -1 
'" (a)· (2k - 1 )71j 

Y2·- 1(2k-1) = ~ a2n-'+1 _ j cos 2n - a+1 ' 
j=O 

k=1,2, ... ,2n-a, s=1,2, ... ,n-1. 

Substituting for each fixed s 

ziO) (1) = Y2.-1(2k-1), 

b}0)(1) = a~~_'+l_j' 
k = 1,2, ... , 2n - a , 

j = 0,1, ... , 2n - a - 1, 

1= n - s, s = 1,2, ... , n - 1 

we are led to compute the following sums: 

2'-1 . 

(0)(1) = '" b~O)(l) (2k -1)7I"J 
zk ~ J cos 21+1 ' 

j=O 

k=1,2, ... ,2', 

1=1,2, ... ,n-1. 

(48) 

The second step of the algorithm consists of computing the sums (48). 
As before, sequentially separating the terms with even and odd indices j, we 
have the following recurrence relations: 

(m-1)() (m)(2 ) 1 (m)(2 1) 
zk S = zk S + (2k-1),.. zk s - , 

2 cos 2'-m+2 

(49) 

k = 1,2, ... , 2'-m, s = 1,2, ... , 2m- I , m = 1,2, ... ,I 

for computing 

2'-m_1 . 

(m)( ) _ '" b(m)() (2k - 1)71") 
Zk S - ~ j S cos 2'-mH ' 

j=O (50) 

k = 1,2, ... , 2'-m, S = 1,2, ... , 2m 
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for m = 0,1, ... ,1. The coefficients b;m) (s) are also defined recursively for 

s = 1,2, ... ,2m - I , starting with b;O) (1), using the formulas 

bjm)(2s -1) = b~j~l)(s) + b~j+-;l)(s), 

j = 1,2, ... ,21- m - 1, m = 1,2, ... ,I - 1, 

b~m)(2s_1)=b~m-l)(s), m=1,2, ... ,I, 

b;m)(2s) = b~j-l)(s), 

j = 0,1, ... ,21- m - 1, m = 1,2, ... ,I. 

(51) 

Substituting m = 1 in (50), we find the initial conditions for the relations 
(49) 

(52) 

Thus, the algorithm for computing the sums (44) is described by the 
formulas (46), (47), (49), (51), and (52). 

An elementary count of the number of arithmetic operations for this 
algorithm shows: Q+ = (3/2n-2)2n+n+2 additions and Q. = (n/2-1)2n+1 
multiplications, and in total 

Q=Q++Q.=(2Iog2N-3)N+log2N+3, N=2n. 

Notice that, as in the preceding algorithm, here it is possible to substitute 
in (49) 

z(m)(s) = sin (2k -1)11' w(m)(s)' 
k 21- m+1 k , 

and then from (52) it follows that w~l)(s) = b~I)(s), S = 1,2, ... ,21. 

The recurrence relations for w~m)(s) have the form 

w(m-l)(S) = 2 cos (2k -1)11' w(m)(2s) + w(m)(2s -1) 
k 21- m+2 k k , 

(m-l) ( ) (2k -1)11' (m)() (m)( ) 
W2'-m+l_k+l S = 2 cos 21- m+2 wk. s - wk 2s - 1 , 

k = 1,2, ... , 21- m , S = 1,2, ... ,2m - I , m = 1,2, ... ,1. 
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4.1.4 Transforming a real-valued periodic grid function. Problem 4 involving 
the transformation of a real-valued periodic grid function consists of regen­
erating a function using (17) from given Fourier coefficients aj and aj and of 
finding the coefficients for a given function using (18). 

Suppose N = 2n and that the Fourier coefficients are given. Then it is 
necessary to compute the sums 

k = 0,1, ... ,2n - 1. (53) 

We now construct the corresponding algorithm. To do this, we change 
the index in (53) from k to 2n - k. Taking into account the identities 

2(2n - k}Trj 2k7rj 
cos = cos--

2n 2n ' 

we obtain that Yk can be computed using the formulas 

where 

Yk = 'Ih + ,h, 
Y2 n -k = tik -lh, k = 1,2, ... ,2n - 1 -1, 

Yo = Yo, Y2 n - 1 = Y2 n - 1 , 

2n - 1 

_ ,,(0) hj 
Yk = L.., aj cos 2n - 1 ' 

j=O 

2n - 1 _1 
= "_(0). k7rk 
Yk = L.., aj sm 2n - 1 ' 

j=l 

k = 0,1, ... , 2n-1, 

k = 1,2, ... ,2n - 1 -1. 

(54) 

(55) 

(56) 

Thus, computing the sums (53) leads to the computation of the sums (55) 
and (56) and to the sequential use of the formulas (54). 

Comparing the formulas (55) and (56) with the formulas (44) and (22), 
we find that the sums (55) and (56) can be computed using the algorithms 
in Sections 4.1.2 and 4.1.3, after having changed n to n - 1. 

We now calculate the number of operations required to compute the 
sums (53) by this method. From the estimates for the number of operations 
found for the algorithm in Section 4.1.2, we obtain that the sums (56) can 
be computed using Q+ = (3n/4 -7 /4)2n - n + 3 additions and Q* = (n/4-
3/4)2n + 1 multiplications. The estimates for the algorithm in Section 4.1.3 
give the following values for the sums (55): Q+ = (3n/4 - 7/4)2n + n + 1 
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additions and Q. = (n/4 - 3/4)2n + 1 multiplications. Adding in here the 
Q+ = 2n -2 additions required to compute (54), we obtain for the algorithm 
Q+ = (3n/2-5/2)2n+2 additions and Q. = (n/2-3/2)2n+2 multiplications, 
and in total Q = (210g2 N - 4)N + 4, N = 2n. 

We turn now to the computation of the Fourier coefficients of a real­
valued periodic grid function. The problem consists of finding the sums 

k = 0,1, ... ,2n - 1 , (57) 

2n 1 
_ ~ (0) . 2k1rj 
Yk = L...J aj sm~, 

j=1 

k = 1,2, ... ,2n - 1 -1, (58) 

where a;O) is a given function. 

The algorithm for computing (57) and (58) is related to the algorithms 
in Section 4.1.2 and 4.1.3, but differs in several details. Here in the first step 
we initially group together the terms of the sums (57) and (58) with indices 
j and 2n - 1 + j for j = 0,1, ... , 2n - 1 - 1, then the terms with indices j and 
2n - 2 + j for j = 0,1, ... ,2n - 2 - 1, and so forth. We will examine in more 
detail the process of sequentially grouping the terms for a sample sum (57). 
The transformation of the sums (58) is analogous. 

Thus, we represent (57) in the following form: 

and change the second summation, setting j = 2n - 1 + j'. This gives 

k = 0,1, ... ,2n - 1 • 

Denoting 

(1) (0) (0) 
aj = aj + a2n - 1+j , 

a~!!_l+j = a;O) - a2n-1+j, j = 0,1, ... , 2n - 1 - 1, 
(59) 
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we obtain in place of (57) the following sums: 

2,,-1 1 
~ (1) 2k7rj 

Y2k = L...J aj cos 2n - 1 ' 

j=O 

k = 1,2, ... , 2n-2, 

k = 0,1, ... , 2n - 2 • 

Analo~ously in place of (58) we obtain the sums 

2"-1 1 
_ ~ (1). 2k7rj 
Y2k = L...J aj sm 2n - 1 ' 

j=1 

k = 1,2, ... , 2n-2, 

k = 1,2, ... ,2n - 2 -1, 

(60) 

(61) 

where a}l) is defined in (59). With this the first step is completed. For the 
second step, a means of transforming the sums (60) and (61) is described. As 
a result of the pth step we have 

2"-0 1 
~ (s) (2k - 1)7rj 

Y20- 1 (2k-l) = L...J a2,,-0+i cos 2n - s ' 
i=O 

k = 1,2, ... ,2n - s-t, s = 1,2, ... ,p, 
2"-P -1 . 

" (p) 2k7rJ 
Y2P k = L...J aj cos 2n -p' 

j=O 

k = 0,1, ... , 2n - p - 1 • 

wherep= 1,2, ... ,n-l and 

2"-°-1 
_ ,,(s). (2k - 1)7rj 
Y2 0 - 1 (2k-l) = L...J a2n - 0 + j sm 2n - s ' 

i=1 

k=I,2, ... ,2n - s - 1 , s=I,2, ... ,p, 
2"-P -1 . 

_ ,,(p) . 2k7rJ 
Y2 P k = L...J aj sm 2n -p' 

j=1 

k = 1,2, ... ,2n - p - 1 - 1, 

(62) 

(63) 
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where p = 1,2, ... , n - 2. The coefficients alP) are found recursively from the 
formulas 

(64) 

Setting p = n - 1 and s = p = n - 1 in (62), we obtain 

(n-1) + (n-1) (n) 
Yo = ao a1 = ao , 

(n-1) (n-1) (n) 
Y2 n - 1 = ao - a1 = a1 , (65) 

(n-1) 
Y2 n - 2 = a 2 , 

and from (63) for p = n - 2 we find 

_ (n-2) (n-2) (n-1) 
Y2 n - 2 = a1 - a3 = a3 • (66) 

The remaining Yk and ih are found from the formulas 

2 n -. 1 
_ ~ (s) • (2k -1)7rj 
Y2·- 1 (2k-1) = W a 2n-'+i S1n 2n - s ' 

i=1 

k = 1,2, ... , 2n - s - 1 , s = 1,2, ... , n - 2. 

Here we define for fixed s: 

(0)(1) -(0)(1) -
zk = Y2·- 1 (2k-1), zk = Y2·- 1(2k-1), 

k = 1,2, ... , 2n - s - 1 , b;O) (1) = a~~-'+i' j = 0,1, ... , 2n - s - 1, 

1 = n - s, s = 1,2, ... , n - 2. 

This leads us to the computation of the sums 

2'-1 . 
(0)(1) _ ~ b(O)(I) (2k - 1 )7rJ 

zk - w i cos 1 ' . 2 
]=0 

2'-1 . 
-(0)(1) _ ~ b(O)(I) . (2k - 1 )7rJ 
zk - .l..J i 8m 1 ' . 2 

J=1 

(67) 

k = 1,2, ... ,2/- 1, 1 = 2,3, ... ,n-1. 
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At the second stage of the algorithm, the sums (67) are computed. Here, 
as in the algorithm in Section 4.1.2, these sums are transformed by separating 
the terms with even and odd indices j and using the identities 

. (2k-l)(2j-2)7r . (2k-l)2j7r (2k-l)7r . (2k-l)(2j-l)7r 
sm 2'- m+1 +sm 2'- m+1 =2cos 2' - m+1 sm 2' - m+1 ' 

(2k -1)(2j - 2)7r (2k -1)2j7r (2k -1)7r (2k -1)(2j -1)7r 
cos 2' - m+1 +cos 2' - m+1 =2cos 2' - m+1 cos 2' - m+1 ' 

for m = 1,2, .... This gives the following recurrence formulas: 

(m-1)() (m)(2 ) 1 (m)(2 1) 
zk S = zk S + 2 cos (2k -1)7r/2'- mH zk S - , 

(m-1) () _ (m)(2) 1 (m)(2 1) 
Z2-m-kH S -zk S - 2cos(2k-l)7r/2'-mHzk s-, 

_(m-1)() -(m)(2) + 1 -(m)(2 1) 
zk S = zk S 2 cos (2k _ 1 )71"/2' - m+1 zk S - , 

-(m-1) () _ -(m)(2) + 1 -(m)(2 1) 
z2/-m-kH S - -zk S 2cos(2k -1)7r/2' - m+1 zk S - , 

(68) 

k 1 2 2'-m-1 = , , ... , , 

S = 1,2, ... , 2m-1, 

m = 1,2, ... ,1-1 

for sequentially computing the sums 

2/- m -1 .. 
(m)( ) _ '" b(m)() (2k -1)7rJ 

zk S - L.J ; S cos 2'- m ' 
;=0 

2/- m -1 . 
_(m)( ) '" b(m)() . (2k -1)7rJ 
zk S = L.J ; S sm 2' - m ' 

;=1 

(69) 

k = 1,2, ... ,2' - m- 1 , S = 1,2, ... ,2m 

for m = 0, 1, ... ,1 - 1. 
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The coefficients b}m)(s) are also defined recursively for s = 1,2, ... , 

2m - I , starting with b}O)(l), using the formulas 

b(m)(2 _ 1) - b(m-l)( ) + b(m-l)( ) 
j s - 2j-l s 2jH s, j = 1,2, ... , 2' - m - 1, 

b(m)(2 _ 1) - b(m-l)( ) _ b(m-l) () ° s - 1 S 2'-m+l_1 S , 

b;m)(2s) = b~j-l)(s), j = 0,1, ... ,2' - m - 1, 
(70) 

s = 1,2, ... , 2m - I , m = 1,2, ... , 1- 1. 

Setting m = 1-1 in (69), we obtain the initial values for the relations (68). 

(1-1)( ) _ b(l-l)( ) 
ZI s - ° s , 

-(1-1)( ) _ b(I-1)( ) 
Zl s - 1 S , s = 1,2, ... ,2' - 1 • (71) 

Thus, the algorithm for simultaneously computing the sums (57) and 
(58) is described by the formulas (64)-(66), (68), (70), and (71). Notice that, 
as in the algorithms in Sections 4.1.2 and 4.1.3, here in the relations (68) it 
is possible to change 

(m)() . (2k -1)11" (m)() 
zk S = sm 2' - m wk S, 

_(m)() • (2k -1)11" _(m)( ) 
zk s = sm 2' - m wk S, 

which allows us to avoid dividing by 2 cos (2k - 1)11" /2' - mH . 

An elementary count of the number of arithmetic operations for this 
algorithm gives: Q+ = 3n/2· 2n - 1 additions and Q. = (n/2 - 3/2)2n + 2 
multiplications, and in total Q = (21og2 N - 3/2)N + 1, N = 2n. 

Thus, computing the Fourier coefficients and regenerating a real-valued 
periodic grid function using this algorithm requires O( N In N) arithmetic 
operations. 

4.1.5 Transforming a complex-valued periodic grid function. We look now 
at problem 5 involving the computation of the Fourier coefficients and the 
regeneration of a complex periodic grid function. In Section 4.1.1 it was shown 
that this problem leads to the computation of the sums (21), which in the 
case N = 2n have the form 

k = 0,1, ... ,2n - 1, (72) 

where a;O) is a complex number. 
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The algorithm for computing the sums (72) is constructed in the same 
way as the algorithm for computing the Fourier coefficients of a real-valued 
periodic grid function. At the first stage, we group together the terms of the 
sums (72) with indices j and 2n - 1 + j for j = 0,1, ... ,2n - 1 - 1, then the 
terms with indices j and 2n - 2 + j for j = 0,1, ... , 2n - 2 - 1 and so forth. 
Taking into account the identity e 1rki = {_l)k, we obtain at the end of the 
pth step the following sums: 

2
n
-. -1 ({2k _ 1 )7I"j 0) 

Y2·- 1 (2k-1) = ?= a2n -'+i exp 2n - s l , 

)=0 

k = 1,2, ... ,2n-s, s = 1,2, ... ,p, 
2n - p -1 . 

"" (p) (2k7rJ 0) Y2pk = ~ a j exp 2n - s l , 

)=0 

(73) 

k = 0,1, ... , 2n - p - 1, 

where the coefficients a)p) are found from the recurrence relations (64). 

Setting s = p = n in (73), we have 

(n) (n) 
Yo = ao , Y2 n - 1 = a 1 , (74) 

and the remaining Yk are found from the formulas 

2 n -. 1 
~ (s) ({2k - 1)7I"j 0) 

Y2·- 1 (2k-l) = ~ a2n -'+ j exp 2n - s l , 
)=0 

k = 1,2, ... , 2n - s , s = 1,2, ... , n - 1. 

For fixed j we make the substitutions 

k = 1,2, ... , 2n - s , 

j= 0,1, ... ,2n - s -1, 
s = 1,2, ... , n - 1, 

which lead us to the computation of the sums 

2'-1 0 

(0){1) _ "" b(O){l) (2k - 1)7I"J .) 
zk - ~ j exp 21 l, 

j=O 

k = 1,2, ... ,2/ (75) 

for 1= 1,2, ... , n - 1. 
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The second step of the algorithm, involving the computation of the sums 
(75), is constructed, as before, by separating the terms with even and odd 
indices j using the identities 

( 2k - 1)(2j - 2)11' .) (2k - 1)2j1l' .) 
exp 2'- m+1 z + exp 2'- m+1 z 

_ 2 (2k - 1)11' (2k - 1)(2j - 1)11' .) 
- cos 2' - m+1 exp 2' - m+1 z. 

We obtain the recurrence relations 

(m-l)() (m)(2 ) 1 (m)(2 1) 
zk S = zk S + (2k-l)", zk S - , 

2cos 2'-m+l 

(m-l) () (m)(2 ) 1 (m)(2 1) 
z2'-mH S = zk S - (lk-Oll' zk S -, (76) 

2cos 2'-m+l 

k = 1,2, ... , 2'- m , S = 1,2, ... , 2m-I, 

m = 1,2, ... , I - 1 

for computing the sums 

2'-m-l . 

(m)( ) _ ~ b(m)() (2k - 1)11') .) 
Zk S - L..J i S exp 2'- m Z , 

i=O (77) 

k=I,2, ... ,2,- m, s=I,2, ... ,2m 

for m = 0,1, ... , 1-1. The coefficients b~m) are computed from the recurrence 
formulas (70). It remains to indicate the initial values for (76). Setting m = 
1-1 in (77), we obtain 

(1-1)( ) _ b(l-l)( ) + 'b(l-l)( ) 
zl S - 0 S Z 1 S , 

(1-1)( ) _ b(l-l)( ) _ 'b(l-I)( ) 
Z2 S - 0 S Z 1 S , S = 1,2, ... ,2'- 1 • 

(78) 

Thus, the algorithm for computing the sums (72) is described by the 
formulas (64), (70), (74), (76), and (78). Notice that this algorithm does not 
contain (except for the simple formula (78» any multiplications involving 
complex numbers. Therefore, it is easy to separate the real and imaginary 
parts of the computed quantities in the formulas. This is useful when imple­
menting the algorithm on a computer without complex arithmetic. Further, 
in (76) it is possible to make the following useful change 

(m)() . (2k -1)11' (m)() 
zk S = sm 2' - m wk S. 
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We now compute the number of arithmetic operations for this algorithm. 
We obtain Q+ = (3n/2 -1/2)2n complex additions and Q. = (n/2 - 3/2)2n 
products of a complex number times a real number. If we express these values 
in terms of the number of operations on real numbers, we obtain Q + = 
(3n - 1)2n real additions and Q* = (n - 3)2n real multiplications, and in 
total Q = (410g2 N - 4)N, N = 2n real operations. This estimate is twice as 
large as the estimate obtained in Section 4.1.4 for the case of a real-valued 
periodic grid function, which is natural considering that the complex case 
involves twice as many real numbers. 

With this we conclude our look at algorithms for the fast Fourier trans­
form, and move on to using them to solve elliptic grid equations. 

4.2 The solution of difference problems by the Fourier method 

4.2.1 Eigenvalue difference problems for the Laplace operator in a rectangle. 
In Section 1.5, we looked at eigenvalue boundary-value problems for the sec­
ond difference derivative operator defined on a uniform grid on an interval. In 
the two-dimensional case, the analogs of these problems are eigenvalue prob­
lems for the Laplace operator on a uniform rectangular grid in a rectangle. 
We shall use the method of separation of variables for finding the eigenvalues 
>'k and the eigenfunctions JLk( i, j) of the Laplace difference operator 

Suppose that, in the rectangle G = {O ::; Xa ::; la, a = 1, 2}, we have defined 
the uniform rectangular grid w with steps hI and h2: w = {Xij = (ihl,jh2) E 
G, 0::; i::; N 1 , 0::; j ::; N 2 , haNa = la, a = 1,2}. As usual, we denote by w 
the interior, and by, the boundary, of the grid w. 

The simplest eigenvalue problem for the Laplace operator in the case 
of Dirichlet boundary conditions is: find those values of the parameter >. for 
which there exists a non-trivial solution y( x) to the following problem: 

Ay(x) + >.y(x) = 0, x E w, 
y(x)= 0, x E,. (1) 

We will seek the eigenfunctions JLk( i, j) of (1) corresponding to the eigenvalue 
>'k in the form 

(..) (1)(.) (2)(.) JLk Z,] =JLk1 Z JLk 2 ], (2) 

We substitute the function JLk(i,j) in place of Y(Xij) = y(i,j) in (1). Since 

A1y(i,j) = :2 [y(i + l,j) - 2y(i,j) + y(i - l,j)], 
1 
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the operator Al only acts on a grid function which depends on the argument 
i. Analogously, the operator A2 acts on a function which depends on the 
argument j. Therefore, after substituting (2) in (1), we have 

for 1 ~ i ~ NI - 1, 1 ~ j ~ N2 - 1, and also 

JL~~\O) = JL~~\Nd = 0, JL~~)(O) = JL~~)(N2) = O. (4) 

From (3) we find that 

(5) 

Since the left-hand side does not depend on j, the right-hand side does not 
depend on j either. On the other hand, since the right-hand side does not 
depend on i, nor does the left. As a result, the left- and right-hand sides are 
constants. We set 

A (1)(.) 
IJLkl ~ _ A(I) 

(1)(.) - - k1 ' 
JL kl ~ 

A (2)( .) 
2JLk2 J _ A (2) 
(2)(.) - - k2 ' 

JLk 2 J 
(6) 

and add in the boundary conditions (4). As a result we obtain one-dimension­
al grid eigenvalue problems 

(7) 

and 
A (2) + A (2) (2) - 0 1 ~ J' ~ N2 - 1, 2JLk2 k2 JLk2 - , 

JL~~)(O) = JL~~)(N2) = 0 
(8) 

The solutions of the problems (7) and (8) were found earlier in Section 1.5: 

d") 4. 2 k,,7r 4. 2 k"7rh,, 
Aka = h2 sm 2N = h2 sm -1-' 

" "" 2" 
k,,= 1,2, ... ,N" -1, 

(1)(.) f2. kl 7ri 
JLkl ~ = V 1; sm NI ' kl = 1,2, ... , NI - 1, 

(2)( .) _ /f;2 . k27rj 
JL k J - 1 sIn N ' 

2 2 2 
k2= 1,2, ... ,N2-1. 
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Thus, the eigenfunctions and eigenvalues for the Laplace difference operator 
A in the case of Dirichlet boundary conditions have been found 

2 
, _ ,(I) d2) _ ,,-±- . 2 ka 7rha 
Ak - Ak1 + Ak2 - L...J h2 sm 21a ' 

a=1 a 

where ka = 1,2, ... ,Na -1, Q = 1,2. 

(9) 

We will now examine the basic properties of the eigenfunctions and eigen­
values (9). We define the inner product of grid functions defined on the grid 
W in the following way 

If we denote 

where 

(u, v) = L u(x)v(X)/i1(Xl)/i2(X2), 
xEw 

(u,v)w" = L u(x)v(x)/ia(xa), Q = 1,2, 
X'aEwor 

WI = {XI (i) = ihl' 

W2 = {X2(i) = jh2' 

O::S i ::s NIl, 
o ::s j ::s N2 } 

then it is clear that W = WI X W2, and xii = (XI (i), x2(i)), and besides, 

(10) 

(11) 

Recall that in Section 1.5 it was remarked that the grid functions Il~~)(i) 
and Il~~)(j) are orthonormal with respect to the inner product (10), i.e. 

( a) (a») _ 6 _ {I, ka = rna, 
Ilk" ,Ilm", _ - k",m" - 0 k -I. m 

Wa , a;- 0-

Therefore from this and from (11) it follows that the system of eigen­
functions Ilk(i,j) defined by the formulas (9) is orthonormal: 
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Since the number of eigenfunctions {lk(i,j) = {lk 1 k2(i,j) is equal to (Nl -

1)(N2 -1) and this coincides with the number of interior nodes of the grid w, 
any grid function f(i,j) defined on W (or defined on wand reducing to zero 
on 'Y), can be represented in the following form: 

N1-l N 2 -l 

f(i,j) = L L !klk2{l~~){l~~)(j), 
kl=l k2=1 (12) 

where the Fourier coefficients fkl k2 are defined in the following fashion: 

N1-l N 2 -1 

!k = !klk2 = (j,{lk) = L L f(i,j){l~~)(i){l~~)(j)hlh2' 
;=1 i=l (13) 

kl = 1,2, ... , Nl - 1, k2 = 1,2, ... , N2 - 1. 

For the eigenvalues Ak we have the estimates 

where 

2 ( 4 . 2 '!rho: 1 1 
Amin = L h2 sm 21 ~ 8 r + 12) > 0, 

0:=1 0: 0: 1 2 

2 
~ 4 2 '!rho: ( 1 1 ) 

Amax = ~ h2 cos 21 < 4 h2 + h2 • 
0:=1 0: 0: 1 2 

We look now at an example of a more complex eigenvalue problem for 
the Laplace difference operator. Suppose that, as before, we have Dirichlet 
boundary conditions on the sides of the rectangle Xl = ° and Xl = 11, but 
that Neumann conditions are given for X2 = ° and X2 = 12 , i.e., the following 
eigenvalue problem is given: 

Ay(x) + AY(X) = 0, X E WI X W2, Y(X) = 0, Xl = 0, Xl = 11' 

Here A = Al + A2 , the operator Al is defined above, and 

(15) 
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Using the definition of the operators Al and A2 , the problem (14) can be 
written in the form: 

YX1Xl + YX2X2 + AY = 0, x Ew, 

2 
YX1Xl + h2 YX2 + AY = 0, 

The solution of (14) is found by the method of separation of variables. 
Substituting the grid functions Ilk(i,j) from (2) in place of Y in (14), we 

obtain for Il~~\i) the problem (7), and for Il~!)(j) we have the following 
boundary-value problem: 

or by (15) 

1 ~ j ~ N2 -1, 

j = 0, (16) 

The problem (16) was also solved earlier in Section 1.5. The solution has 
the form 

d2) 4. 2 k27r 4. 2 k27rh2 
Ak2 = h~ sm 2N2 = h~ sm~, k2 = 0,1, ... ,N2, 

{ 
fiZ2 cos kN

27rj , 1 ~ k2 ~ N2 - 1, 
(2)( .) V 1; 2 

Ilk2 J = fl k27rj 
V 1; cos N2 ' k2 = 0,N2. 

(17) 

Thus, the solution of the problem (14), (15) has been found: 

Ilk(i,j)= 1l~~)(i)Il~!)(j), O~ i ~ N I , 0 ~j ~ N2, 

Ak = A~~) + A~!), 1 ~ kl ~ NI -1, 0 ~ k2 ~ N2, 

where A~~) and Il~~\i) are defined above, and >.~~) and Il~~)(j) are defined 
in (17). 
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Eigenvalue problems for the Laplace difference operator in a rectangle 
with other combinations of boundary conditions on the sides of the rectangle 
G are solved analogously. The method of separation of variables allows us 
to reduce them to one-dimensional problems which were solved in Section 
1.5. The generalization to the multi-dimensional case is obvious. Recall that 
the analytic solution in the form of sines and cosines of the corresponding 
one-dimensional problems was obtained in Section 1.5, but only for boundary 
conditions of first and second order, for their combinations, and also for the 
case of periodic boundary-value problems. Therefore, if we are given bound­
ary conditions of these types on the sides of a rectangle (or on the boundary 
of a rectangular parallelipiped in the three-dimensional case), then the eigen­
functions for the Laplace operator can be represented in the form of a product 
of sines and cosines. 

4.2.2 Poisson's equation in a rectangle; expansion in a double series. We look 
now at the method of separation of variables applied to the solution of a 
Dirichlet difference problem for Poisson's equation on a uniform grid in a 
rectangle: 

Ay = -cp(x), x E w, y(x) = g(x), x E ,,(, 
(18) 

We first transform the problem (18) to a problem with homogeneous 
boundary conditions by changing the right-hand side of the equations at the 
boundary nodes. The standard way of performing this transformation consists 
of transferring known quantities to the right-hand side of the equation at a 
boundary node. For example, if x = (hI, h2 ) E w, then Poisson's equation at 
this point can be written in the following form: 

Since yeO, h2 ) = g(O, h2 ), y(hI,O) = g(h1,0), by transferring these quantities 
from the left- to the right-hand side of the equation we obtain 
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By carrying out a similar transformation at each boundary point, we 
obtain difference equations which do not contain the values of y(x) on, in the 
left-hand side. The right-hand sides of the equations for the boundary nodes 
differ from the right-hand side <p(x). If we denote by f(x) the constructed 
right-hand side, then it is defined by the formulas 

where 

1 1 
f(x) = <p(x) + h2<PI(X) + h2<P2(X), x E w, 

I 2 

Xl = hI, 

2hl ~ Xl ~ It - 2hl , 

Xl = h, 

X2 = h2' 
2h2 ~ x2 ~ 12 - 2h2, 

X2 = 12 • 

(19) 

The left-hand side of the transformed equations differs from the Laplace 
difference operator at the boundary nodes. However, if we set y(x) = u(x), 
X E w, u(x) = 0, X E " then the equations at all the nodes of the grid w can 
be written identically: 

Au=-f(x), xEw, u(x) =0, xE,. (20) 

Since u(x) coincides with y(x) for X E w, it suffices to find the solution of 
(20). 

We now find the solution of the problem (20). Since the function u(x) 
reduces to zero on" it is possible to represent it in the form of an expansion 
in the eigenfunctions I-'k(i,j) of the Laplace operator 

(21) 

which is valid for 0 ~ i ~ Nt. 0 ~ j ~ N2 • Further, the grid function f(x) 
defined on w also admits the representation 

N1-I N 2 -1 

f(i,j) = L L fklk21-'~~)(i)I-'~~>Cj), (22) 
kl=l k2=1 

for 1 ~ i ~ NI - 1, 1 ~ j ~ N2 - 1, where the Fourier coefficients fklk2 
are defined in (13). Since I-'k(i,j) = 1-'~~)(i)I-'~~)(j) is an eigenfunction of the 
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Laplace operator corresponding to the eigenvalue Ak, i.e., 

after substituting (21) and (22) in (20) we get 

N 1 -1 N 2 -1 

= - f(i,j) = - L L fk1k2/-'i!)(i)/-'i~)(j), 
k1=1 k2=1 

Using the orthonormality of the eigenfunctions /-'k(i,j), from this we 
obtain 

Substituting this expression in (21), we obtain the following representation 
for the solution to problem (20): 

(23) 
Thus, the formulas (13) and (23) give the solution to (20). We now ana­

lyze them from a computational point of view. In order to compute the solu­
tion u(i,j) using the formulas (13) and (20), where /-'k(i,j) = /-'i!)(i)/-'i~)(j) 
and Ak = A~!) + A~!) are defined in (9), it is convenient to introduce three 
auxiliary quantities: Cf'k2(i), Cf'k1k2 and Uk2(i). Then the computations can be 
organized as follows: 

(24) 

(25) 
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(26) 

(27) 

We now calculate the number of arithmetic operations for the algorithm 

(24)-(27), assuming that' the quantities (A~~) + A~~») -1 are given, and that 

the sums (24)-(27) are computed using the algorithm for the fast Fourier 
transform given in Section 4.1.2. In order to apply this algorithm, it is nec­
essary that N1 and N2 are powers of 2: N1 = 2n, N2 = 2m • 

Recall that sums of the form 

2n-1 k . 
L . 7rJ 

Yk = a·S1n-
J 2n ' 

j=1 

k = 1,2, ... ,2n - 1, 

are computed using Q+ = (3/2n - 2)2n - n + 2 additions and subtractions, 
and Q. = (n/2 -1)2n + 1 multiplications, if the algorithm in Section 4.1.2 is 
used. 

An elementary count gives the following totals for the number of arith­
metic operations involved in computing the solution u( i, j) using the formulas 
(24)-(27): 

Q+ = (N1N2 - N1 - N2)[3Iog2(N1N2) - 8] 
+ (N1 + 2)log2 N2 + (N2 + 2)log2 N1 - 8 

additions and subtractions, and 

multiplications. If there is no difference between arithmetic operations, and 
if N1 = N2 = N = 2n, the total number of operations for the algorithm 
(24)-(27) is 

Q = (N2 -1.5N)(8Iog2 N -10) + 5N + 4log2 N -10. 
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Thus, this method of solving problem (20) can be realized using 
O( N 2 10g2 N) arithmetic operations. This type of estimate for the number 
of operations was also obtained for the cyclic reduction method examined in 
Chapter 3. A comparison of these estimates shows that the method of sepa­
ration of variables requires about 1.5 times as many operations as the cyclic 
reduction method. 

Notice that it is also possible to construct an algorithm analogous to the 
one presented above for the case when a mixture of first- and second-order 
boundary conditions, or a set of periodic boundary conditions, is given on 
the'sides of the rectangle, if the problem is not singular. All that is neces­
sary is that the corresponding eigenfunctions and eigenvalues for the type of 
boundary conditions be substituted in (13) and (23), that the limits of the 
summations be changed, and that the corresponding fast Fourier transform 
algorithm from Section 4.1 be used to compute the summations which arise. 
The estimate for the number of operations will be of the same form as for 
the case of the Dirichlet problem considered above. 

We described the simplest variant of the method of separation of vari­
ables. If it is necessary to solve a more general boundary-value difference 
problem, for example Poisson's equation in polar or cylindrical coordinate 
systems with boundary conditions which assume the separation of variables, 
then again it is possible to use the expansions (21) and (22). But in this case 

at least one of the eigenfunctions J.l ~~) (i) or J.l ~!) (j) will not be sines or cosines. 
This prevents us using the fast Fourier transform algorithm to compute the 
necessary sums. Therefore for these problems the number of arithmetic oper­
ations will be of the same order as in the case when the sums were computed 
directly without taking into account the form of the eigenfunctions J.l~~)(i) 
and I-'~~)(j), i.e., O(N3). 

Consequently, it is necessary to modify the method so that the number 
of arithmetic operations will remain O( N 2 10g2 N) when one of the functions 

J.l~~)(i) or J.l~!)(j) is a sine or a cosine. It is clear that this problem can be 
solved by a modified method and, as is indicated below, with fewer arith­
metic operations. This method - expansion in a single series - will be 
constructed in Section 4.2.3. From the computational point of view it differs 
from the method constructed here in that the two sums from (24)-(27) are not 
computed, but instead a series of boundary-value problems for three-point 
difference equations is solved. 

4.2.3 Expansion in a single series. We turn now to the problem (20): 

Au=-f(x), xEw, u(x) =0, 

A = Al + A2 , AO/u = Uz"x", 

x E ",{, 

a = 1,2. 
(28) 
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We will consider the desired function U(Xij) = u(i,j) and the given 
function !(i,j) as grid functions of the argument j for fixed i, 0 $ i $ N1. 
Since u(i,j) reduces to zero for j = 0 and j = N2, and !(i,j) is given for 
1 $ j $ N2 - 1, they can be represented in the fonn of summations in the 
eigenfunctions I'~!)(j) of the difference operator A2 : 

N2-1 

u(i,j) = L uI:2(i)I'~!)(j), 0 $ j $ N2 , 0 $ i $ N1 , (29) 
1:2=1 

N2-1 

!(i,j) = L !1:2(i)I'~~(j), 0 $ j $ N2 -1, 1 $ i $ N1 - 1, (30) 
1:2=1 

where 
(2)( .) _ /f;2 . k21rj 

1'1: J - 1 S1n 11.1 , 
2 2 J'2 

k2 = 1,2, ... ,N2 -1. (31) 

We substitute the expressions (29) and (30) in (28) and take into account 
the equations 

A (2) + A (2) (2) - 0 21'1c2 1:2 1'1:2 - , 

I'~!)(O) = 1'~!)(N2) = o. 
(32) 

As a result we obtain 

N2-1 

L [A1u I:2(i) - Ai!)uI:2(i) + !1:2(i)] I'i!)(j) = 0 
1:2=1 

for 1 $ i $ N1 - 1, 1 $ j $ N2 - 1, and also UI:2(0) = ul:2(Nd = 0, 
k2 = 1,2, ... ,N2 - 1. 

Hence, using the orthogonality of the system of eigenfunctions I'i!)(j), 
we obtain a series of boundary-value problems for detennining the functions 
U (i) - 1 2 11.1 l' 1:2 - , , ... ,H2 - . 

A1UI:2(i) - A~!)UI:2(i) = -!1:2(i), 1 $ i $ N1 -1, 

UI:2(0) = uI:2 (N1) = o. 

The eigenvalues A~!) for the problem (32) are known 

d2) _..! . 2 k21r 
"1:2 - h~ sm 2N2' k2 = 1,2, ... ,N2 -1, 

(33) 

(34) 
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and the Fourier coefficients !k2 (i) for each 1 ~ i ~ NI -1 are computed using 
the formulas 

N 2 -1 

!k2(i) = (!'Jl~~») _ = L hd(i,j)Jl~~)(j), 1 ~ k2 ~ N2 -1. (35) 
"'2 j=l 

Thus, the formulas (29), (31), and (33)-(35) fully describe a method for 
solving problem (20). The functions h(i) are found for 1 ~ i ~ NI -1 using 
the formulas (35), then the problems (33) are solved for 1 ~ k2 ~ N2 - 1 to 
determine the functions Uk 2 (i), and the desired solution u(i,j) is computed 
using the formulas (29). 

We look now at the algorithm which implements this method. In place of 
Uk2(i) and !k2(i), it is convenient to introduce the auxiliary functions Vk2(i) 
and If' k2 (i) using the formulas 

(36) 

We substitute (31) and (36) in (29), (33), and (35), take into account that 
h2N2 = 12 , and write out the difference operator Al at a point. As a result 
we obtain 

where .x~~) is defined in (34). 

1 ~ j ~ N2 -I,} 
1 ~ i ~ NI -1, 

(37) 

(39) 

It is clear that the sums (37) and (39) can be computed using the discrete 
fast Fourier transform algorithm described in Section 4.1.2. To solve the three­
point boundary-value problems (38) it is appropriate to use the elimination 
algorithm constructed in Section 2.1. For the problem (38), the elimination 
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algorithm is described by the formulas 

1 
0'1 = 0, 

(31 = 0, 

Vk2(i) = 0'i+l Vk2(i + 1) + (3i+b 1 ~ i ~ Nl -1, Vk2(Nl ) = 0, 

where Ck2 = 2 + h~A~~) and k2 = 1,2, ... ,N2 -l. 

(40) 

We now compare the formulas (37), (39), and (40) with the formulas 
(24)-(27) obtained earlier for the method involving the expansion in a double 
series. Here, instead of computing two sums (25) and (26), we solve a series of 
boundary-value problems (38) using the elimination method (40). Therefore, 
computing the sums (37) and (39) will require approximately half as many 
arithmetic operations as the algorithm (24)-(27). Clearly, the additional work 
to solve the problems (38) is O(NlN2) operations, and this does not affect 
the principle term in the estimate for the number of arithmetic operations 
for the algorithm (37), (39), (40). We give now precise estimates for the 
number of operations for this algorithm. We have (for N2 = 2m) Q± = 
[(3log2 N2 -1)N2 - 2log2 N2 + 1](Nl -1) additions and subtractions, Q* = 
[(log2 N2 + 2)N2 - 2](Nl - 1) multiplications and Q/ = (Nl - 1)(N2 - 1) 
divisions; if Nl = N2 = N = 2R , then the total number of operations is equal 
to 

Q = (N2 -l.5)(4log2 N + 2) - N + 2log2 N + 2. 

We considered an expansion in a single series for a Dirichlet difference 
problem for Poisson's equation. An essential fact is that the eigenfunctions 
for the difference operator A2 allow us to use the fast Fourier transform 
algorithm to compute the corresponding sums. This will also be possible 
in the case when the boundary conditions of the first kind are replaced by 
conditions of the second kind, a mixture of first- and second-kind conditions, 
or even periodic conditions on the sides X2 = 0 and X2 = 12 of the rectangle G. 

We look now at the following example of a boundary-value problem for 
Poisson's equation: 

u(X) = 0, Xl = 0, It, 0 ~ X2 ~ 12, 

2 2 
U Z1 %1 + h2 U%2 = -c;(x) - h29-2(X), X2 = 0, (41) 

2 2 
U Z1 %1 - h2 U Z2 = -c;(x) - h29+2(x), X2 = 12, 

hI ~ Xl ~ 12 - hI. 
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The scheme (41) is a difference approximation for the problem 

We write out the problem (41) in another form, introducing the notation: 

{ :2 U"'2' X2 = 0, 

A2u = U Z2"'2' h2 ~ X2 ~ 12 - h2, 

- h2 U Z2 , x2 = 12 , 

{ 
: g-2(X), X2 = 0, 

CP2(X) = 02
2 h2 ~ X2 ~ 12 - h2, 

h/+2(X), x2 = 12 , 

f(x) = cp(x) +CP2(X), Alu = UZ1"'1 

for hI ~ Xl ~ II - hI, 0 ~ X2 ~ 12 , 

In the new notation, the problem (41) is written in the form 

Au = (AI +A2)U = -f(x), hI ~ Xl ~ h - hI, 0 ~ x2 ~ 12 , 

U(x) =0, Xl =0,11 , 0~x2~12' 
(42) 

Expanding u( i, j) and f( i, j) in summations involving the eigenfunctions 
of the operator A2 , we have 

N2 

( ' ') " (') (2)(,) U I,} = L...J U1:2 I 1'1:2 } , 
1:2 =0 

N2 
(43) 

f(i,j) = L f1:2(i)p.~~)(j), 0 ~ j ~ N2 , 1 ~ i ~ NI - 1, 
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{ If k27rj 
-1 cos-N ' k2 = 0,N2, 

(2)(,) 2 2 
p.I:2 J = /f; k ' 

27rJ -cos-- l<k2 <N2 -1 12 N2 ' - - , 

is the eigenfunction of the operator A2 corresponding to the eigenvalue 

\ (2) _..! ' 2 k27r . 
"'1:2 - h~sm 2N2' k2 =0,2"",N2, (44) 

The Fourier coefficient li:2 (i) for each 1 ~ i ~ Nl - 1 is computed using the 
formulas 

N2 -1 

fl:2(i) = L hd(i,j)p.~~)(j) + O,5h2 [f(i, 0)p.~~)(0) + f(i, N2)P.~~)(N2)] , 
j=1 

Substituting (43) in (42), we obtain the following analog to the formulas 
(37)-(39) for the problem (42) under consideration: 

( ') ~ f(") k27rj 
'1'1:2 ' = L...Jpj ',J cos N' 

j=O 2 

° ~ k2 ~ N2, 1 ~ i ~ Nl - 1, 

-vl:2Ci -1) + (2 + h~A~~») vl:2Ci) - vl:2Ci + 1) = h~cpl:2Ci), 
1 ~ i ~ Nl - 1, Vl:2(0) = vl:2(N1) = 0, ° ~ k2 ~ N2, 

C") 2 ~ C') k27rj 
u '.J = N L...J PI:2Vl:2 ' cos N' 

2 1:2=0 2 

° ~ j ~ N2, 1 ~ i ~ Nl -1, 

where A~~) is defined in (44), and 

{ O,5, 
Pj = 1, 

j = 0,N2 , 

1 ~ j ~ N2-1. 

We give here an estimate of the number of operations for this algorithm 
when Nl = N2 = N = 2R: Q± = [(31og2 N2-1)N2+2Iog2 N2+7](N1 -1) ad­
ditions and subtractions, Q. = [(1og2 N2 +2)N2 + 10](Nl -1) multiplications, 
and Q I = (N2 + 1)( Nl - 1) divisions, or in total 

Q = (N2 - ~) (41og2 N + 2) + 17N - 2log2 N -18, 
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Further since the eigenfunctions of the difference operator Al are not 
used for the expansion in a single series, and the only requirement on Al is 
that it be possible to separate variables, Al can be a more general operator 
than we considered here. If we limit ourselves to second-order elliptic equa­
tions, then the most general case corresponds to a difference approximation 
to the differential operator 

1 a ( au) au Llu=-k( )-a kl(xJ)-a +r(xJ)-a -q(xJ)u, 
2 Xl Xl Xl Xl 

the coefficients of which depend only on Xl. The boundary conditions on 
the sides Xl = 0 and Xl = 12 of the rectangle G can be any combination of 
first-, second- or third-kind boundary conditions (the coefficients in a bound­
ary condition of the third kind must be constants). This allows us to solve 
boundary-value problems for Poisson's equations in cylindrical, spherical, and 
polar coordinate systems. 

4.3 The method of incomplete reduction 

4.3.1 Combining the Fourier and reduction methods. The method constructed 
in Section 4.2.3 involving an expansion in a single series allows us to compute 
only two Fourier sums at a cost of O( NI N2 log2 N2) operations and then 
solve a series of three-point boundary-value problems at a cost of O(NIN2) 
operations. Clearly, further refinement of the separation of variables method 
is possible by diminishing the number of terms in the computed sums while 
still making it possible to use the fast Fourier transform. 

We achieve this goal by combining the method involving an expansion 
in a single series with the reduction method studied in Chapter 3. We first 
construct this combined method for the simplest Dirichlet problem 

Au=-f(x), xEw, u(x) =0, xE" 

A = Al +A2' AOtu = ux"x", a = 1,2 

on the rectangular grid w. 

(1) 

To simplify the description of the method, we switch from the point 
(scalar) notation of problem (1) to vector notation. 

We introduce the vector of unknowns Uj as follows: 

and define the right-hand side vector Fj by the formula 

Fj = (hU(l,j), h~f(2,j), ... , hU(NI -l,j){, 1 ~ j ~ N2 -1. 
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Then the difference problem (1) can be written (see Section 3.1) in the 
form of a system of vector equations 

-Uj-1 + CUj - Uj+1 = Fj, 1 ~ j ~ N2 - 1, 

Uo = UN2 = 0, 

where the square tridiagonal matrix C is defined by 

CUj = ((2E - h~A1)U(I,j), ... , (2E - h~A1)U(N1 _1,j»)T, 

A1u = UZi ,xu u(O,j) = u(Nl,j) = 0. 

(2) 

Assume that N2 is a power of 2 : N2 = 2m • Recall that the first step in 
the elimination process for the cyclic reduction method consists (see Section 
2.2) in extracting from (2) a "reduced" system for the unknowns Uj with 
even indices j 

-U· 2 + C(l)U· - U·+2 - F~l) J. - 2 4 6 N2 2 J- J J - J' -", ... , -, 

Uo = UN2 = 0, 
(3) 

and the equations 

CUj = Fj + Uj-1 + Uj+!, j = 1,3,5, ... ,N2 -1 (4) 

for determining the unknowns with odd indices j. Here we denote 

FP) = Fj-1 + CFj + Fj+1, j = 2,4,6, ... ,N2 - 2, (5) 

C(l) = [C]2 - 2E. (6) 

We shall look further at the system (3). We introduce the notation 

and set 

Vj = (v(I,j),v(2,j), ... ,v(N1-l,j)f, 

"Pj = (h~<p(I,j), h~<p(2,j), ... , h~<p(N1 _1,j»)T 

Vj=U2j, 0~j~N2/2, "Pj=FJ]>, l~j~N2/2-1, 

v(O,j) = v(Nl,j) = 0, ° ~ j ~ N2/2. 

This notation allows us to write the system (3) in the form 

- Vi-1 + C(l)Vi - Vi+! = "Pj, j = 1,2, ... , M2 - 1, 

Vo = VM2 = 0, 
(7) 
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where 2M2 = N2, and by (5) 

«Pi = F2i-l + CF2i + F2i+t, j = 1,2, ... , M2 - 1. (8) 

Notice now that the grid function v(i,j) is defined for 0 ~ i ~ Nl and 
o ~ j ~ M2, and reduces to zero for j = 0 and j = M2. The function c.p(i,j) 
is defined for 1 ~ i ~ Nl - 1 and 1 ~ j ~ M2 - 1. Therefore these functions 
can be represented in the form of a single Fourier series 

M 2 -l 

v(i,j) = L Yk2(i)p-~~)(j), 
k2=l 

o ~ i ~ Nt, 0 ~ j ~ M2, 
(9) 

M 2 -l 

c.p(i,j) = L Zk2(i)p-~~)(j), 
k2=l 

1 ~ i ~ Nl - 1, 1 ~ j ~ M2 - 1, 

where the functions 

(2)( .) 2. k27rj k M P-k J = 11 sm -M' 2 = 1,2, ... , 2 - 1 
2 V 12 2 

(10) 

form an orthonormal system on the grid w in terms of the inner product 

M 2 -l 

(u,v) = L u(j)v(j)h2. 
i=l 

The Fourier coefficients Zk2(i) for the function c.p(i,j) are found from the 
formulas 

M 2 -l 

Zk2(i) = (c.p,p-~~») = L h2c.p(i,j)p-~~)(j), 
i=l (11) 

From (9) we obtain the following expansions for the vectors Vi and «Pr 

k2=l 

M 2 -l 

«Pi = L h~Zk2P-~~)(j), 1 ~ j ~ M2 - 1, 
k2=l 

(12) 
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where 
Yk2 = (Yk2(1), Yk2(2), ... , Yk2(N1 - 1){, 

Zk2 = (zk2(1), Zk2(2), ... , Zk2(N1 - 1){. 

We substitute (12) in (7) and take into account 

We obtain 

from which we obtain (using the orthonormality of the system (10» 

(13) 

We use the relation (6) and obtain 

Since the matrix C(l) - 2 cos( k27r / M2)E is factored, we can use the following 
algorithm to solve the equation (13) 

where the auxiliary vector Wk2 has components Wk2(i): 

Wk2 = (wk2(1), Wk2(2), ... , Wk2(N1 -1){, 
Wk2(0) = wk2 (N1 ) = o. 

(14) 

The required formulas have been found. Transforming (4), (8), and (14) from 
vector to scalar notation, and using the relation u( i, 2j) = v( i, j) arising from 
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the definition of Vi, we obtain the following formulas for this method: 

cp(i,j) = f(i, 2j - 1) + 2f(i, 2j) + f(i, 2j + 1) - h~Atf(i, 2j), 

l~j~N2/2-1, l~i~Nl-l, f(O,2j)=f(Nl ,2j)=0 

for computing the function cp(i,j)j the equations 

2 (1 - cos :~) Wk2(i) - h~Al Wk2(i) = h~Zk2(i), 
1 ~ i ~ Nl -1, 

Wk2(0) = Wk2(Nl ) = 0, 

2 (1 + cos :~) Yk2(i) - h~AlYk2(i) = wk2(i), 

1 ~ i ~ Nl -1, 

Yk2(0) = Yk2(Nl ) = 0, 

for defining Yk 2 (i) for k2 = 1,2, ... ,M2 - Ij and the equations 
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(15) 

(16) 

2u( i, 2j - 1) - h~Al u( i, 2j - 1) = h~f( i, 2j - 1) + u( i, 2j - 2) + u( i, 2j), 

l~i~Nl-l, u(0,2j-l)=u(Nl,2j-l)=0 
(17) 

for finding the solution for j = 1,2, ... , M 2. For the Fourier coefficients Zk2(i) 
we have the formula (11), and from (9) we obtain 

M 2 -l 

u(i,2j) = L Yk2(i)Jl.~~)(j), 1 ~ j ~ M2 -1, 1 ~ i ~ Nl -1. (18) 
k2=l 

Thus, the formulas (10, (11), (15)-(18) fully describe the method for solving 
the problem (1), a combination of the Fourier method involving the expansion 
in a single series and the reduction method. 

We move on now to construct the algorithm for the method. In the 
formulas (9), (16), and (18) we set Yk2(i) = aih2(i), Wk2(i) = aWk2(i), 
Zk2(i) = aZk2(i), where a = 20z/N2, and in the resulting formulas we omit 
the bar. This change allows us to omit the normalizing multiplier 2/0z for 

the eigenfunctions Jl.~~)(j) in the sums (11) and (18). Further, the problems 
(16) and (17) will be solved using the elimination method. It is easy to con­
vince oneself that here the conditions for the correctness and stability of the 
usual elimination method are satisfied. Let us examine the specifics of the 
problems (17). Since the coefficients of (17) do not depend on j, the elimina­
tions coefficients a i need only be computed once when solving (17) for j = 1, 
and then used to solve the equations (17) for the remaining j. 
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We summarize here the computational formulas. First we compute 

cp(i,j) =f(i,2j -1) + f(i, 2j + 1) 

+ 2 (1 + ~D f(i, 2j) - ~~ [f(i - 1, 2j) + f(i + 1,2j)], 

1 $ j $ M2 - 1, 1 $ i $ N1 - 1, (19) 

where f(0,2j) = f( Nb 2j) = 0. The values of cp( i, j) can be overwritten on 
f(i,2j). The sums 

(20) 

for 1 $ i $ N1 -1 are computed using the fast Fourier transform, and Zk2 (i) 
is overwritten on cp(i, k2 ). The elimination method 

ai+1 = 1/(ck2 - ai), /3i+1 = [h~Zk2(i) + /3i] ai+1! 

i = 1,2, ... , N1 - 1, a1 = /31 = 0, 

Wk2(i) = ai+1wk2 (i+1) + /3i+1! 

i = N1 - 1, N1 - 2, ... ,1, 

h~ h~ k27r 
Ck2 = 2 + 2 h~ - 2 h~ cos N2 

solves the first of the equations (16), and analogously the formulas 

1 

i=I,2, ... ,N1- 1, a1=/31=0, 

Yk2(i) = ai+1Yk2(i + 1) + /3i+1' 

i = N1 - 1, N2 - 1, ... , 1, 

h~ h~ k27r 
Ck2 = 2 + 2 h~ + 2 h~ cos N2 

(21) 

(22) 

solve the second of the equations (16). Here the computations proceed se­
quentially for k2 = 1,2, ... , M2 - 1 and the results Wk2(i) and Yk2(i) are 
overwritten sequentially on Zk2(i). 

To compute the sums 

(23) 
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for 1 ~ i ~ Nl - 1 we again use the fast Fourier transform. The problems 
(17) are solved by the elimination method taking into account the specifics 
of these equations: 

O:"i+l = 1J(c - O:"i), 

i = 1,2, ... ,N1 - 1, 0:"1 = 0, 

13Hl = [hU(i,2j -1) + ~~ (u(i,2j - 2) + u(i,2j)) + 13i] O:"i+1> 

i = 1,2, ... ,N1 - 1, 131 = 0, 

u(i,2j -1) = O:"i+lU(i + 1, 2j - 1) + 13i+1> 
i = Nl - 1, Nl - 2, ... , 1, u( N1> 2j - 1) = 0, 

c = 2(1 + hUh~) 
(24) 

for 1 ~ j ~ M 2 . The solution u(i,j) is overwritten on f(i,j), and conse­
quently, the algorithm does not require auxiliary storage for intermediate 
information. 

We now calculate the number of arithmetic operations for the algorithm 
(19)-(24). The computations in the formulas (19), (21), (22), and (24) require 
Q± = (6.5N2 -9)(Nl -1) additions and subtractions, Q* = (6N2 -8)(Nl -1) 
multiplications and Q/ = (N2 - l)(Nl - 1) divisions. To compute the sums 
(20) and (23) we require 

additions and subtractions and 

multiplications. If Nl = N2 = N = 2n , then the algorithm (19)-(24) requires 
in total 

Q = (N2 - 2N)(210g2 N + 9) - 2N + 2log2 N + 11 (25) 

arithmetic operations. 

For comparison, we give here the number of operations for the method 
involving the expansion in a single series (see SectiOIi 4.2.3): 

Q = (N2 - ~N) (4log2 N + 2) - N + 210g2 N + 2, (26) 
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for the method involving the expansion in a double series (see Section 4.2.2): 

Q = (N2 - ~N) (81og2 N -10) + 5N + 4log2 N -10, (27) 

and also the number of operations for the second cyclic reduction algorithm 
(see Section 3.2.4): 

Q= (N2_151N)(510g2N+5)+N+610g2N+5. (28) 

If we compare the constants in the principal terms for the estimates 
(25)-(28), we find that the combined method requires one quarter as many 
operations as the method involving the expansion in a double series. This 
result is valid for large N. To obtain a real comparison between these methods 
for reasonable N, we give here a table of values of Q for these methods. 

Table_4 

Estimate 
(25) (26) (27) (28) 

N 

32 18,383 21,496 29,510 28,541 

64 83,601 104,950 152,334 138,537 

128 371,515 485, 708 745,582 643,921 

Thus, the combination of the Fourier and reduction methods allows us 
to reduce the number of operations in comparison with the original method 
involving the expansion in a single series. We can generalize this combined 
method by including in it I elimination steps from the reduction method 
before carrying out the expansion in a single series. Then the method for 
Section 4.2.3 can be treated as a special case of such a generalized method for 
I = 0, and the method constructed in this section corresponds to I = 1. The 
cyclic reduction method can be considered as this method with I = log2 N2 • 

The data in Table 4 indicate that there is an optimal generalized method 
from the point of view of operation counts for some 1 ~ I ~ log2 N2 • Analyz­
ing the operation counts for the method involving I elimination steps shows 
that the optimal value is I = 1 or I = 2. Here, the insignificant improvement 
in the operation count for the method with I = 2 can be lost due to the 
increased complexity of the algorithm. 
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4.3.2 The solution of boundary-value problems for Poisson's equations in 
a rectangle. We look now at an application of the method constructed in 
Section 4.3.1 for finding the solution to boundary-value problems for Poisson's 
equation in a rectangle. Suppose that, in the region G = {O ~ Xa ~ la, 

a = 1, 2}, it is necessary to find the solution to the equations 

(29) 

satisfying the following boundary conditions on the boundary r of the rect­
angle G: 

(30) 

where It+! ~ 0, It-I ~ 0, It~l + It:l > o. 
We will assume that It+! and It-I are constants in the condition (30). 

Under this assumption, the variables in the problem (29), (30) are separated. 

On the rectangular grid w = {xii = (ihl,jh2) E G, 0 ~ i ~ Nt. 0 ~ 
j ~ N2 , haNOI = la, a = 1,2}, the problem (29)-(30) corresponds to the 
difference scheme 

(31) 

where f(x) = <r'(x) + <r'1(X) + <r'2(X), 
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and the functions c,oa(x) are defined by the relation 

! :a 9-a(Xp), Xa = 0, 

c,oa(X)= 02 ha~xa~la-ha, {3=3-a, a=1,2, 

ha 9+a(Xp), Xa = lao 

In Chapter 3 it was shown that the scheme (31) has the following struc­
ture in vector form: 

CUo - 2U1 = Fo, 

-Uj-l + CUj - Uj+I = Fj, 1 ~ j ~ N2 - 1, (32) 

-2UN2-1 + CUN2 = FN2' 

where 

Uj = (u(O,j), u(l,j), ... _, U(Nl,j)) T, 

Fj = (hU(O,j), hU(l,j), ... , h~f(Nl,j))T, 

CUi = (2E - h~Adu(O,j), ... , (2E - h~Adu(Nl,j)f, 
05, j ~ N2 • 

The vector system (32) differs from the system (2) considered earlier in 
the boundary conditions and in the definition of the matrix C. Nevertheless, 
constructing the analog of the method in Section 4.3.1 for the problem (32) 
does not present any difficulty. Since the derivation of the basic formulas for 
this method differs only in details from the development in Section 4.3.2, we 
will limit ourselves to a summary of the principal intermediate and final for­
mulas. For the cyclic reduction method, the necessary formulas are described 
in Section 3.4. 

Thus, after one step of elimination, we will have the following problem 
for the vectors lIj = U2j , ° ~ j ~ M 2 , where 2M2 = N 2 , 

C(1)Vo - 2V1 = q)o, 

- lIj-l + C(l)lIj - lIj+l = q)j, 1 ~ j ~ M2 - 1, (33) 

-2VM2 -1 + C(1)VM2 = q)M2' 
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and where the right-hand side ~j = F~:), 0 :::; j :::; M2 is defined by the 
formulas 

For the vectors Vi and ~ j we have the expansions 

M2 M2 

Vi = L Yk2IL~~)(j), ~j = L h~Zk2IL~~)(j), 0:::; j :::; M2, 
k 2 =O k 2 =O 

where 

{ 
~ cos k27rj 1 :::; k2 :::; M2 - 1, 

(2) . ,;r; M2 ' 
ILk2 (J) = (1 k27rj 

V Z; cos M2 ' k2 = 0, M2· 

By (33), the Fourier coefficients of the vectors Vi and ~ j are linked by the 
relation 

and the components of the vector Zk2 can be expressed in terms of the com­
ponents of the vector ~j in the following way 

M 2 -l 

Zk2 (i) = L h2cp(i,j)Jl.~:)(j) 
j=l 

The unknowns Uj with odd indices j are determined, as before, from the 
equations (4). 

In these formulas, it remains to convert to scalar notation and to the 
unnormalized eigenfunctions ji,~~)(j) = cos kJ:./. 

As a result, we obtain the following formulas for solving problem (31): 
for each 0 :::; i :::; Nl we compute 

{ 

2[f(i, 0) + f(i, 1)]- h~Ad(i, 0), j = 0, 
.. _ f(i,2j-1)+f(i,2j+1) 

cp(z,J) - +2f(i, 2j) _ h~Ad(i, 2j), 1 :::; j :::; M2 - 1, 

2[f(i,N2) + f(i,N2 -1)]- h~Ad(i,N2)' j = M2, 
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and solve the equations 

4 sin2 ~~ Wk2( i) - h~Al Wk2( i) = h~Zk2( i), 0::; i ::; Nl 

4cos2 kN27r Yk2(i) - h~AlYk2(i) = Wk2(i), 0::; i ::; Nl 
2 2 

The solution u(i,j) of problem (31) is determined from the formulas 

and from the equations 

2u(i,2j -1) - h~Alu(i,2j -1) = h~f(i,2j -1) + u(i,2j - 2) + u(i,2j), 
1::; j::; M 2 , 0::; i::; N l . 

Here we use the notation 

{
I, 1 ::; j ::; M2 - 1, 

Pi = 0.5, j = 0, M2, M2 = O.5N2, 

and the operator Al is defined above. In order to find Wk2(i), Yk 2 (i), and 
u(i,2j -1), we use here three-point equations with third-kind boundary con­
ditions, which we solve by the elimination method. 

Notice that these formulas are not affected if the grid is non-uniform 
in the direction Xl. Only the form of the operator Al is changed: it will be 
the difference analog of the second derivative and the third-kind boundary 
conditions on the non-uniform grid. 

It should generally be noted that it is possible to construct variants 
of the separation of variables method using cyclic reduction and achieve an 
operation count of O(N210g2 N) in all but one case. The exception occurs in 
the case when a third-kind boundary condition is only given on one side of 
the rectangle in the direction in which the unknowns are being eliminated. 
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4.3.3 A high-accuracy Dirichlet difference problem in a rectangle. We will 
look now at one more sample application of the separation of variables 
method. Suppose that, on the rectangular grid w, we are required to solve a 
high-accuracy Dirichlet difference problem for Poisson's equation 

A'll. = (AI + A2 + h~ ~ h~ AIA2) 'II. = - f(x), x E w, 

u(x) = 0, x E '"(, 

(34) 

where AO/u = U ZaXa , a = 1,2. For simplicity, homogeneous boundary condi­
tions are given - a problem with non-homogeneous boundary conditions can 
be reduced to (34) by changing the right-hand side at the boundary nodes. 

In Section 3.1.4, we obtained a vector version of problem (34) in the 
following form: 

-BUj-1 + AUj - BUj+1 = Fj, 1:::; j :::; N2 - 1, 

Uo = UN2 = 0, (35) 

where 

Uj = (u(l,j), u(2,j), .. . , u(NI - 1,j)f, 0:::; j :::; N2, 

Fj = (h~f(l,j),h~f(2,j), ... ,h~f(NI _1,j))T, l:::;j:::; N2 -1, 

and where the matrices B and A are defined by the relations 

( ( 5h~ - h~) . ( 5h~ - h~) . ) T AUj= 2E- 6 Al u(I,J), ... , 2E- 6 Al u(NI -l,J) 

The matrices A and B commute, i.e., AB = BA. 

We now construct a combined method for separating the variables in 
(34). Initially we perform one elimination step from the reduction method for 
the system (35). We give here a description of this step which is independent 
of the presentation in Chapter 3. We write out three consecutive equations 
from the system (35) for j = 2,4,6, ... , N2 - 2: 

-BUj_2 + AUj_1 - BUj = Fj-I, 

-BUj_1 + AUj - BUj+1 = Fj, 

-BUj + AUj+! - BUj+2 = Fj+!, 
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multiply the first and third equations on the left by B, the middle by A, and 
add them. Using the commutativity of A and B we obtain 

-B2Uj_2 + (A2 - 2B2)Uj - B 2Uj+2 = FP>, 

j = 2,4,6, ... ,N2 - 2, 

Uo = UN2 = 0, 

where FP> = B(Fj-l + Fj+d+AFj, j = 2,4,6, ... , N2-2. Noticing as usual 

that Yj = U2j, 0 ::::; j ::::; M2, ipj = F~:>, 1 ::::; j ::::; M2 - 1, where 2M2 = N2, 
we write this system in the form 

-B2Vj_l + (A2 - 2B2)Vj - B2VjH = ipj, 1::::; j ::::; M2 - 1, 

Vo = VM2 = 0, (36) 

where 

The remaining unknown vectors are found from the equations 

As before, the "reduced" system (36) will be solved by the Fourier 
method. We substitute the expansions (12) in (36), where Jl~~>(j) is defined in 
(10). As a result, we obtain the following equation for the Fourier coefficients 
Yk2 and Z k2 of the vectors Vj and ip j 

(39) 

which is analogous to the equation (13), where the components of the vectors 
Zk2 and ipj are connected by the formula (11). To solve equation (39), it is 
possible to use the algorithm 

(40) 
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Thus, the method for solving problem (34) in vector form is described 
by the formulas (37), (11), (40), (12), and (38). Converting to scalar notation 

and to the unnormalized eigenfunctions ji~~)(j) = sin kJ:./ using the change 
in notation from Section 4.3.1, we obtain the following formulas: 

cp(i,j) = (E + hi ~ h~ At) [f(i,2j - 1) + f(i, 2j + 1) + f(i, 2j)] 

-h~At!(i, 2j), 1 ~ j ~ M2 -1, 1 ~ i ~ Nt - 1, (41) 

f(O, j) = 0, 1 ~ j ~ Nt - 1 

for computing cp( i, j)j the equations 

• 2 k21r ( ') 2 ( 4. 2 k21r hi + h~) , 2 ' 
4sm 2N2 Wk2 Z - h2 1- h~ sm 2N2 ' 12 At W k2 (z) = h2zk2 (Z), 

1 ~ i ~ Nt - 1, Wk2(0) = wk2(Nt ) = 0 
(42) 

for computing Wk2(i)j and 

(43) 
for computing Yk 2 (i), where 1 ~ k2 ~ M2 - 1, and where 

1~k2~M2-1, 1~i~Nt-1. (44) 

The solution u(i,j) to (34) is determined from the formulas 

1 ~ j ~ M2 -1, 

(45) 
and from the equations 

2 (' 2' ) 5h~ - h~ A ( , , ) u z, J - 1 - 6 t U z,2) - 1 

= hU(i,2j - 1) + (E + hi ~ h~ At) [u(i,2j - 2) + u(i, 2j)], (46) 

1 ~ i ~ Nt -1, 

u(0,2j -1) = u(Nt,2j -1) = 0, 15:. j 5:. M2. 
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It remains for us to show that the three-point equations (42), (43), 
and (46) are soluble. Then either the usual elimination method or the non­
monotonic elimination method can be used to solve them. 

It is sufficient to show that the eigenvalues of the difference operator 

are non-zero for 1 ::; k2 ::; N2 -1. In fact, for 1::; k2 ::; N2/2-1, the operator 
h~'R. is the same as the operator for problem (42), and for k2 = N2/2, it is 
the same as the operator for problem (46). H N2/2 + 1::; k2 ::; N2 - 1, then 
the operator h~'R. has the form 

h2-n _ 4 . 2 k21r _ h2 (1 _ h~ + h~ 4 . 2 k21r) A 
2'" - sm 2N2 2 12 h~ sm 2N2 1· 

The change k2 = N2 - k~ gives 

2 2 k~1r 2 ( h~ + h~ 4 2 k~1r) 
h2'R. = 4 cos 2N2 - h2 1 - 12 h~ cos 2N2 At, 

where 1 ::; k~ ::; N2 - 1, i.e., in this case the operator h~'R. is the same as the 
operator in (43). 

We now find the eigenvalues of the operator 'R. for a fixed value of k2 • 

Since the eigenvalues of the operator Al for the case of boundary conditions 
of the first kind are (see Section 1.5) 

"1) _..! . 2 kI1r 
"k1 - h~ sm 2NI ' kI = 1,2, ... ,NI - 1, 

the eigenvalues A of the operator 'R. are 

Since we have the following estimates for the eigenvalues A~~) and A~~): 

(a) 4 o < Ak ", < h2 ' a = 1,2, 
a 

it is easy to show that for any kI and k2 

which is what we were required to prove. 
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For problem (42), it is easily seen that the sufficient condition for appli­
cability of the usual elimination method has the form 

1 2h~ - h~ . 2 k27r > 0 
+ 3h~ sm 2N2 - (47) 

and clearly this is satisfied for any k2 • For problem (43), the analogous con­
dition has the form 

1 2h~ - h~ 2 k27r > 0 
+ 3h~ cos 2N2 -

and this is satisfied for all k2 • For problem (46), the corresponding condition 
is (47) with k2 = 0.5N2 • Consequently, problems (42), (43), and (46) can be 
solved by the usual elimination method. 

4.4 The staircase algorithm and the reduction method 
for solving tridiagonal systems of equations 

4.4.1 The staircase algorithm for the case of tridiagonal matrices with scalar 
elements. We write a tridiagonal system in the form of a three-point bound­
ary-value difference problem: 

-Yi-l + CYi - Yi+1 = F i , 1::; i ~ N -1, Yo = 0, YN = 0, (1) 

where C is a scalar, and we assume that N = 2k + 1. IT the second-order 
difference equation (1) is written as a recurrence relation 

Yi+l = CYi - Yi-l - Fi, i ;::: 1, Yo = 0, (2) 

then it is not difficult to notice that all the unknowns Yi can be written 
recursively using (2), given the value of Yt. Thus any Yi can be expressed 
linearly in terms of Yo and Yt. This allows us to write 

Yi+t = OWl - f3i-IYO - Pi (3) 

for any i ;::: 1, with as yet undetermined coefficients ai, f3i, Pi. IT we set 

ao = 1, f3-t = 0, Po = 0, (4) 

then (3) will also be valid for i = O. Thus, the solution of (1) will be found 
in the form (3) for any i ;::: O. 
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Writing (1) in the form of a recurrence relation 

Yi-l = CYi - Yi+l - Fi, i ~ N - 1, YN = 0 (5) 

and proceeding analogously, we obtain the solution of (1) in the form 

Yi-l = eN-iYN-l - "IN-i-lYN - qN-i, (6) 

for any i ~ N, if we set 

eo = 1, "1-1 = 0, qo = o. (7) 

We note that if YN-l is found, then all the Yi'S can be computed recursively 
using (5). 

We now find Yl and YN-l. To do this we determine the coefficients O:i, f3i, 
ei, "Ii! Pi, qi. Comparing (2) and (3) for i = 1, and (5) and (6) for i = N - 1, 
we obtain 

(8) 

We find now the recurrence formulas for determining the desired coeffi­
cients. We extract from (3) the expressions for Yi and Yi-l: 

Yi = O:i-lYl - f3i-2Yo - Pi-I, Yi-l = O:i-2Yl - f3i-3Yo - Pi-2 

and substitute in (1). We obtain 

-(O:i-2-CO:i-l +O:i)Yl +(f3i-3-Cf3i-2+f3i-t}YO+Pi-2-CPi-l +Pi = Fi, i ~ 2. 

For these equations to be identities for all i, it is sufficient to set 

Pi = CPi-l - Pi-2 + Fi, 

O:i = CO:i- 1 - O:i-2, f3i-l = Cf3i-2 - f3i-3, 

for i ~ 2. 

(9) 
(10) 

Analogously, using (6) and (1), we obtain for i ~ N - 2 the recurrence 
relations 

qN-i = CqN-i-l - qN-i-2 + Fi, 

eN-i = CeN-i-l - eN-i-2, "IN-i-l = C"IN-i-2 - "IN-i-3· 

Changing N - ito i, we obtain the formulas 

qi = Cqi-l - qi-2 + FN- i, 

ei = Cei-l - ei-2, "Ii-l = C"Ii-2 - "Ii-3, 

for i ~ 2. 

(11) 

(12) 
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Thus (4), (7)-(12) define the desired coefficients. Comparing (10) and 
(12) with (4), (7), (8), we obtain that (3i = TJi = ei = O:i for i ~ o. Thus, (3) 
and (6) take the form 

Yi+! = O:iYI - O:i-IYO - Pi, i ~ 0, (13) 

Yi-I = O:N-iYN-I - O:N-i-IYN - qN-i, i ~ N (14) 

where 

Pi = CPi-I - Pi-2 + F i , i ~ 2, Po = 0, PI = F I , (15) 

qi = Cqi-I - qi-2 + FN - i , i ~ 2, qo = 0, qI = FN - I , (16) 

O:i = CO:i-I - O:i-2, i ~ 2, 0:0 = 1, 0:1 = C. (17) 

We now find YI and YN-I. For this we set i = k in (13), and i = k + 2 
in (14). Since N = 2k + 1 we obtain 

Subtracting the first equation from the second, we obtain an equation relating 
YI and YN-I: 

We obtain another equation for YI and YN-I by setting i = k -1 in (13) and 
i = k + 1 in (14) and subtracting the second equation from the first, 

Taking into account that Yo = YN = 0, we add and subtract (18) and 
(19). We obtain the equivalent system 

(O:k - O:k-I)(YN-I + yd = Vo = Pk - qk-I - Pk-I + qk, (20) 

(O:k + O:k-I)(YN-I - YI) = Wo = qk-I - Pk - Pk-I + qk, 

which we solve to find YI and YN-I: 

(21) 

where 
(22) 
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Thus, this algorithm for solving (1) consists of using (15)-(17) to com­
pute the coefficients Pk-l, Pk, qk, qk-l, Ok-I, and Ok; using (22), (21) for 
the values Vk, Wk and YI, YN-I; (2) for the unknowns Yj for j = 2,3, ... ,k; 
and (5) for j = N - 2, N - 3, ... ,k + 1 with data Yo, YN and computed YI, 
YN-I. It is easy to calculate that it requires 7N - 9 arithmetic operations. 
The resulting method for solving (1) is called the staircase algorithm. 

We now determine when this is a valid algorithm. If oi '" oLI' then 
from (22) it follows that (1) is solvable for any right-hand side, and in this 
case the formulas (22) do not involve division by zero. We note that in view 
of the definition in (17), Ok is an algebraic polynomial of degree k in C, 
Ok = Uk(~)' where Uk(X) is the Chebyshev polynomial of the second kind 
of degree k: 

{ 

sin( k + 1) arccos x . , 
sIn arccos x 

Uk(X) = (x + JX2-=-1)k+1 _ (x _ v'x2"-=l)k+1 
2Jx2=1 

Ixi :::; 1, 

Ixl ~ 1. 

From this we easily find that oi - oLI = 02k. Therefore if ~ is not a root 
of the polynomial U2k( x), i.e. C '" 2 cos n;; , m an integer, then the staircase 
algorithm is correct. 

We turn our attention to the fact that the staircase algorithm can be 
numerically unstable. In fact, if ICI > 2, then the algorithm is characterized 
by error growth that is exponential in N, since among the roots of the char­
acteristic equation q2 - Cq + 1 = 0 corresponding to the difference equations 
(2), (5), (15)-(17) is one whose modulus is greater than one. 

4.4.2 The staircase algorithm for the case of a block-tridiagonal matrix. We 
consider the problem (1) assuming that Yi and Fi are vectors of dimension M, 
and C is a square matrix of size M X M. We limit ourselves to the case when 
C is a tridiagonal matrix. In subsection 2, §1 of Chapter III it was shown that 
the Dirichlet difference problem for Poisson's equation on a rectangle with a 
uniform grid in each direction, introduced into a rectangle, can be written as a 
system of three-point vector equations (1). In this case the components of the 
vector of unknowns are the values of the desired grid function corresponding 
to the i-th row of the grid, the matrix C is tridiagonal, and its order M is 
equal to the number of inner nodes of a row of the grid. 

The staircase algorithm described above can also be used in this case. 
The only difficulty that arises when solving three-point vector equations with 
this algorithm is the finding of Vk and Wk in (22). In this case Ok is a matrix 
polynomial in the matrix C. Using the explicit expression for Ok and taking 
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into account that ak is a monic polynomial, it is possible to use the following 
expressions 

k 

II ( (21 - 1)11" ) 
ak- a k-l= C-2cos 2k 1 E , 

1=1 + 
(23) 

k ( 21) ak+ak-l = II C-2cos 2k 11" IE . 
1=1 + 

Using (22), (23) it is possible to construct the following algorithm to find 
Vk and Wk, with Vo and Wo given by (20): 

[C - 2 cos (~k-+1~1I" E] VI = VI-I, 

[c -2 cos 2:~ 1 E] WI = WI-I, 

1 = 0, 1, ... , k. 

(24) 

Since each of the systems (24) has a tridiagonal matrix (there are 2k such 
systems), and can be solved, for example, by elimination in OeM) arithmetic 
operations, finding Vk and Wk requires OeM N) operations. To compute the 
vectors Pk-l, qk-I, Pk and qk using (15), (16), also requires O(MN) oper­
ations. Obviously, the number of operations required to find the vectors Yi, 
2 ~ i ~ N - 2 using (2), (5) is the same. Thus, to solve (1) with the special 
block-tridiagonal matrices, the staircase algorithm requires the same number 
of arithmetic operations as unknowns. 

From (24) it follows that if the numbers 2 cos W, 1 ~ 1 ~ N - 1, are not 
equal to the eigenvalues of the matrix C, then (1) is soluble for any right­
hand side and the staircase algorithm is correct. If among the eigenvalues of 
the matrix is a value greater than 2 in modulus, then as in the scalar case 
the algorithm displays error growth exponential in N. Such error growth 
is connected with the fact that the Cauchy problem (15)-(17), (2), (5) for 
difference equations of second order is solved on an interval whose length 
k = 0.5(N - 1) grows linearly with N. 

4.4.3 Stability of the staircase algorithm. We now construct a variant of the 
staircase algorithm, numerically stable in the sense that error growth is like 
a power in N. We will consider problem (1), assuming initially that Yi, Fi, 
and C are scalars, ICI > 2. 

We write N in the form N = 2kL + 1 where k and L are integers and 
decompose (1) into L subsystems containing 2k equations 

-Y21k+i-l + CY21k+i - Y21k+iH = F2lk+i , 1 ~ j ~ 2k, (25) 
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for 1 = 0,1, ... , L - 1. We denote 

W21 = Y21k, W21+1 = Y2Ik+1, 1 = 0,1, ... ,L. (26) 

For fixed 1, (25) can be written in the form of a first-order boundary-value 
problem for the three-point equation 

where we denote 

(28) 

We note that by (26), (28) 

(29) 

Consequently, if the values Wm, 0 S m S 2L + 1 are known, then U}'), 
2 S j S 2k - 1, can be computed using the recurrence formulas 

(I) 
Uo =W21, 

( I) 
u 1 =W21+1, 

(I) 
u 2k+ 1 =W21+3, 

(I) 
u 2k =W21+2· 

Substituting here the notation (28), we obtain recurrence formulas for 
computing the desired unknowns (1 = 0, 1, ... , L - 1) 

21k + 1 S j S (21 + l)k - 1, 

Y21k = W21, Y21k+1 = W21+1; 

Yj-1 = CYj - YjH - Fj, 2(1 + l)k ~ j ~ (21 + l)k + 2, 
(30) 

Thus, we must find Wm, 1 S m S 2L. Analogs of (18), (19) are valid 
for the system (27) for fixed 1, which due to (29) have the following form 
(1 = 0,1, ... , L - 1): 

(I) (I) 
ak-1 W21 - akw 21+1 + ak-1 W21+2 - ak-2 w 21+3 = qk-1 - Pk = 921+1, 

(I) (I) 
-ak-2w21 + ak-1 W21+1 - akW 21+2 + ak-1 W21+3 = Pk-1 - qk = 921+2, 

(31) 
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• () (I) (I) (I) (I) where Q'k, Q'k-l are determmed from 17, and Pk ,Pk-l' qk , qk-l are com-
puted, taking into account (28), according to the following formulas, analo­
gous to (15), (16) (l = 0,1, ... , L - 1): 

2 ~ j ~ k, p~l) = 0, p~l) = F2/Hl , 

2 ~ j ~ k, q~l) = 0, q~/) = F2(l+l)k. 

(32) 

Since Wo = W2L+l = 0, (31) is a system of 2L equations in 2L unknowns. 
To solve this system we multiply each pair of equations (31) on the left by 
the matrix 

( Q'2 _ Q'2 )-1 (Q'k-l Q'k-2 ) 
k-2 k-l Q'k-2 Q'k-l ' 

and take into account that Q'LI - Q'kQ'k-2 = 1, k ;::: 2. As a result we obtain 
a system of 2L equations with a tridiagonal matrix 

where 

-W21 + aW2/+1 - bW21+2 = Cf'21+b 

- bW2/+1 + aW2/+2 - W21+3 = Cf'21+2' 

I = 0,1, ... ,L - 1, Wo = W2L+l = 0, 

a = Q'k-l (Q'k - Q'k-Z )b, 

+ + -Cf'21+l = Cf'2/+l Cf'2 1+ 2 , 

+ 921+2 + 92/+1 
Cf'21+l = 2( "')' Q'k-2 - .... k-l 

b ( 2 2 )-1 = Q'k-l - Q'k-2 , 

+ -
Cf'21+2 = Cf'2/+1 - Cf'2/+2' 

- 921+2 - 921+1 
Cf'Zl+l = 2(Q'k-2 + Q'k-d' 

(33) 

(34) 

We show that if lei> 2, the matrix of the system (33) is diagonally 
dominant, i.e., it satisfies the inequality lal > 1 + Ibl. In fact, from the prop­
erties of the Chebyshev polynomials T m (x) and U m (x) of the first and second 
kinds 

U;'(x) - U;'_l(X) = U2m (x), Um(x) > 0, Tm(x) ;::: x, x> 1, 

Um-l(x)[Um(x) - Um- 2(x)] = U2m- l (X), 

Um( -x) = (-I)mum(x), Um(x) = Tm(x) + xUm_l(x), 
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a = a2k-l/a2/r.-2, 

b = 1/a2k-2 > 0, 

~ _ la2k-ll 

1 + b - 1 + a2k-2 

U2k-l(X) 
= 

1 + U2k- 2(X) 

= 
T2k-l(X) + XU2k- 2(X) 

1 + U2k-2(X) 

:2: x > 1, x = ICI/2. 

The required inequality is proved. Therefore to solve (33) in this case it is 
possible to use the monotonic elimination method described in Section 1 of 
Chapter II. 

Thus, this variant of the staircase algorithm consists of the computation 
for each 1, 0 ~ I ~ L - 1, of the quantities p(l) and q;/) according to the 
recurrence formulas (32), solving the system (33), (34) with a tridiagonal 
matrix, and finding of the desired unknowns Yj for each 1, 0 ~ I ~ L - 1 
using the recurrence formulas (30). Since in the case ICI > 2 the growth 
of the error depends exponentially on the length of the interval on which 
are solved the Cauchy problems (30), (32) for the second-order difference 
equations, then choosing k = O(ln N) it is possible to guarantee the power 
character of the error growth as a function of the number of unknowns N. 

We consider now the case when Yi and Fi are vectors of dimension M, 
and C is a symmetric matrix whose eigenvalues .Am satisfy the condition 
1\ I M W d b (1) (2) (M»)T h Am > 2, 1 ~ m ~ . e enote y Vm = V m , Vm , ••• , Vm t e 
eigenvector of the matrix C corresponding to the eigenvalue .Am, and by 
V = [VI, V2, •.• , VM] the orthogonal matrix that reduces C to diagonal form: 
VTCV = A = diag { .Am } ~=l' vrv = E. For this vector case the basic 
problem is the solution of the system of four-point vector equations (31). 

To solve this sytem, we multiply each equation in (31) on the left by the 
matrix VT and take into account that 

and use the following notation 

V ~ ~ VT (-) U (.Am) 
Wn = W n , gn = gn, Ilk = k 2 . 
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As a result we obtain the system (1 = 0,1, ... , L - 1) 

ak-1 W21 - akw 21+1 + ak-1 W21+2 - ak-2 w 2lH = 921+1, 

-ak-2W2I + ak-1 W21+1 - akW21+2 + ak-1 W21H = 921+2, 
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(35) 

1· ki th t A (A(l) A(2) A(M»T 0 < < 2L 1 S' A In ng e vec ors Wn = Wn ,Wn , ••• , Wn ,_ n _ +. lnce ctk are 
diagonal matrices, (35) decouples into M subsystems of 2L equations each 
for the components of the vectors wn (m = 1,2, ... ,M): 

(-) A(-) (-) A(-) (-) A(-) (-) A(-) A(-) 
I'k-1 w21 - I'k W 21+1 + I'k-1 W 21+2 - I'k-2 W 21+3 = g2l+1' 

(-) A(-) (-) A(-) (-) A(-) (-) A(-) A(-) 
-l'k-2W 21 + I'k-1 W 21+1 - I'k W 21+2 + I'k-2 W 2IH = g21+2' (36) 

1 = 0,1, ... , L - 1. 

Applying the transformation described for the scalar case to (36), we obtain 
M systems with tridiagonal matrices (m = 1,2, ... , M) 

-W~l) + a(-)w;l=t1 - b(-)w;I~2 = <t?;1~1l 

-b(-)w;I~1 + a(-)w;I~2 - w;I~3 = <t?;1~2' (37) 

1 0 1 L 1 A(-) A(-) 0 = , , ... , - ,wo = w2L+1 = , 

where 

a(-) = Il(-) [,,(-) - ,,(-) jb(-) 
r-k-1 r-k r-k-2 , 

(-) + -
<t?21+1 = <t?21+1 + <t?21+2' 

A(-) A(-) 
+ g21+2 + g21+1 

<t?21+1 = 2[ (-) - (-) j' 
I'k-2 I'k-1 

The system (37) is diagonally dominant if l.Aml > 2, 1 ~ m ~ M, 
therefore it is possible to use the monotonic elimination method to solve it. 

Thus, for the system of three-point vector equations (1) with the afore­
mentioned assumptions on the matrix C, this variant of the staircase algo­
rithm consists of the computation for each I, 0 ~ 1 ~ L - 1, of the vectors 

pyl, q;'), j = k, k - 1, via (32), computation of the vectors 921+1 and 921+2 

using the formulas (1 = 0,1, ... , L - 1) 

M M 
gA(-) _ "v(j)g(j) gA(-) - "v(j)g(j) 1 <_ m <_ M, (38) 

21+1 - ~ m 21+1' 21+2 - ~ m 21+2' 
j=1 j=1 
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the solution of the systems (37) for each fixed m, 1 $ m $ M, computation 
of the vectors Wn using the formulas (n = 1,2, ... , 2L) 

M 

w(j) = '" w(-)v(i) q <). < M 
n L...J n m' - - , (39) 

m=l 

and finding the desired vectors Yj using (30) for each 1, 0 $ 1 $ L - l. 

In the special case when (1) corresponds to a Dirichlet difference problem 
for Poisson's equation on a grid with MN internal nodes, we have 

(j) . m7r) . M \ 4h~ . 2 m7r M 
vm =a:sm M +1, 1$)$ ,Am=2+ h~ sm 2(M+1)' l$m$ , 

where a: is the normalized multiplier, and hl and h2 are the steps of the grid. 
Therefore the sums in (38), (39) can be computed using the fast Fourier trans­
form, which is described in Section 1 of Chapter IV for the case M = 2n - l. 
Then the computation of all the necessary sums requires O( LM log M) opera­
tions, where L = ";"k l . Since the computations in (30), (32) and the solution 
of all the systems (37) requires O(M N) operations, the overall number of 
operations is O(MN + Mt logM). If M and N are of the same order, then 
choosing k = O(log M) we obtain that the number of operations for the stair­
case algorithm for this example is proportional to the number of unknowns, 
and moreover the rate of error growth is guaranteed. 

4.4.4 The reduction method for three-point scalar equations. In a series of 
cases of solving systems of linear algebraic equations with tridiagonal matri­
ces, the accuracy of the computed solution is of great significance. Analysis of 
the formulas for the elimination method applied to such systems shows that 
the formulas for computing the elimination coefficients can be a source of er­
rors. Below we will consider the reduction method for solving such systems, 
which is free from such a deficiency. 

Thus, suppose we need to solve a three-point difference problem 

-:-aiYi-l + CiYi - biYi+l = f;, 1 $ i $ N - 1, Yo = 0, YN = 0, (40) 

where Ci = ai + bi + di, ai > 0, bi > 0, di 2: o. We assume that N = 2n. 
The idea of the reduction method consists in the sequential elimination from 
(40) of unknowns with odd numbers, then with numbers divisible by 2, and 
so forth. 
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We write three successive equations of the system (40) with numbers 
i-I, i, i + 1, where i is an even number 

-aiYi-1 + (ai + bi + di)Yi - biYi+1 = Ii, (42) 

Multiplying (41) by ap) = ai( ai-1 + bi- 1 + di- 1 )-1, (43) by ,8F) = bi( ai+l + 
bi+1 + d j +l)-l and adding the resulting equations to (42), we find 

(1) «1) (1) (1) (1) 1(1) 
-ai Yi-2 + a i + bi + di Yj - bi Yj+2 = j , 

i = 2,4,6, ... , N - 2, (44) 

Yo = 0, YN = 0, 

where 

(1) (1) (1) (1) (1) ,8(1)/ 
di = aj dj-1 + di +,8i di+b Ii = a i 1;-1 + I; + i i+l· 

If the unknowns with even numbers are found (they satisfy the system (44», 
then the remaining unknowns are determined using 

Yi = (fi + aiYi-1 + biYi+l)/(ai + bi + di ), i = 1,3,5, ... ,N-1. 

This elimination process can obviously be applied to (44), from which 
at the second step will be eliminated the unknowns with numbers divisible 
by 2, but not by 4. After the l-th step of the elimination process we obtain 
the system 

(/) (/) (/) (/) (/) (/) 
-aj Yi-2' + (ai + bj + dj )Yi - bi Yj+2' = Ii , 

(45) 

Yo = 0, YN = 0, 
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where 

il) = ~I) i'-I) + i '-1) + p~l) d(/-I) , a, ,_2'-1, ,i+2'-1, 

f~l) = ~1)f~l-l) + I~I-l) + P~I)f(l-l) 
, a, ,-2'-1, 'i+2'-1, (46) 

(I) _ (1-1) [(1-1) + b(l-l) + i'-I) ]-1 
a i - a i a i_ 2' - 1 i-2'-1 i-2'-1 , 

P(I) _ b(/-I) [(1-1) + b(/-I) + d(/-I) ]-1 
i - i a i+ 2' - 1 i+2 ' - 1 i+2'-1 , 

i = 2' , 2 . 2' , 3 . 2' , ... ,N - 2' , I 2:: 1. 

H d h . (0) - b(O) - b d(O) - d 1(0) -ere we use t e notatIOn a i = ai, i = i, i = i, i = Ii. 

The elimination process is completed at the (n - 1 )-st step, when (45) 
will consist of one equation involving the unknown YN/2 = Y2n-1. From this 
equation we find 

f (n-l) + (n-l) b(n-l) 
2n-1 a2n - 1 Yo - 2n-1 YN _ _ ° 

Y2 n -1 = (n-l) b(n-l) d(n-l) ,Yo - YN - . 
a2n - 1 + 2n-1 + 2n-1 

The remaining unknowns are determined using 

Yi = (Ji(l) + a~I)Yi-21 + b~')Yi+2l) / (a~1) + b~') + d~'», 
i = 2' , 3 . 2' , 5 . 2' , ... ,N - 2' , 

(47) 

(48) 

where I = n - 2,n - 3, ... ,0, Yo = YN = 0. We note that (48) incorporates 
( 4 7) for I = n - 1. 

Thus, in the forward path of the reduction method we compute a~l), b~'), 
d~'), li(l) for I = 1,2, ... ,n -1 using (46), and on the reverse path we find the 
desired solution using (48) for 1 = n - 1, n - 2, ... ,0. Note that the method 

does not require auxiliary memory, since the quantities a~l), b~'), d~'), li(l) can 
b . (1-1) b(/-I) d(l-l) 1(1-1) Th h d . 12N e overwntten on a i _ 2' - 11 i+2 ' - 11 i 'i . e met 0 reqUIres 
additions, 8N multiplications and 3N divisions. 

The method can obviously be generalized to the case of arbitrary N, and 
other types of boundary conditions. 
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