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A problem of conjugation of hyperbolic and parabolic equations in domain with moving
boundaries is considered. Existence and uniqueness of a strong solution of the given pro-
blem are proved. A priori estimate for operator-difference scheme with non-self-adjoint
spatial operator is obtain. Homogeneous difference scheme with constant weights for
the conjugation problem is constructed. Moreover, consistency conditions are approxi-
mated with the second-order of accuracy with respect to spatial variables. Stability and
convergence of the suggested scheme are investigated.

1. Introduction

Problems of conjugation for two and more differential equations defined in dif-

ferent space subdomains and connected by some consistency conditions arise in the

mathematical modeling of many phenomena in the media with different physical

characteristics. For example, we obtain the conjugation problems of polytypic equa-

tions in the study of fluid flow in the channel surrounded by a porous medium, in

phenomena of magnetic fluid dynamics etc.7,12,13 In such case of consideration the

type of equation is defined by the medium properties and the process character.

Existence and uniqueness of a strong solution of the boundary value problems for

such equations are considered in Refs. 1 and 2. Note that the questions related to
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numerical solution of one- and two-dimensional conjugation problems for polytypic

equations in the rectangular domains are investigated in Refs. 6 and 11.

This paper concerns the two-dimensional problem of conjugation of hyperbolic

and parabolic equations in domains with moving boundary. A priori estimate of

stability for its solution is derived by means of the method of energy inequalities.

A uniform three-layered difference scheme with constant weights8 on the moving

meshes is suggested for numerical solution of the problem. In this connection, consis-

tency conditions are approximated with the second-order of accuracy with respect

to spatial variables. Stability and convergence analysis for the scheme suggested is

performed by the general theory of operator-difference schemes.8

2. Differential Problem

Let

Q = {(t,x) : c0t < x1 < l1 + c0t, 0 < x2 < l2, 0 < t < T}

be a bounded domain in the three-dimensional Euclidean space R3 of variables

(t,x) = (t, x1, x2). Suppose Q is separated by the surface Γ = {(t,x) : x1 =

xi + c0t, 0 < ξ < l1, 0 < x2 < l2, 0 < t < T} into two subdomains, Q1 and

Q2 : Q1 = {(t,x) : c0t < x1 < ξ + c0t, 0 < x2 < l2, 0 < t < T}, Q2 = {(t,x) :

ξ+ c0t < x1 < l1 + c0t, 0 < x2 < l2, 0 < t < T}. The boundary ∂Q of Q consists of

a lower base, Ω0 = {(t,x) ∈ ∂Q : t = 0}, an upper base, ΩT = {(t,x) ∈ ∂Q : t = T},
and a side surface, S = {(t,x) ∈ ∂Q : 0 < t < T}. The lower base Ω

0
consists of

two parts: Ω
0
1 = Ω

0 ∩ ∂Q1 and Ω
0
2 = Ω

0 ∩ ∂Q2 (Ω
0

and Ω
0
i are closures of Ω0 and

Ω0
i , i = 1, 2, respectively).

In Q1 we shall consider equation of hyperbolic type with respect to desired

function u(1)(t,x)

∂2u(1)

∂t2
=

2∑
i=1

∂

∂xi

(
k

(1)
i (x)

∂u(1)

∂xi

)
+ f (1)(t,x) , (t,x) ∈ Q1 , (2.1)

and in Q2 we shall consider parabolic equation with respect to function u(2)(t,x)

∂u(2)

∂t
=

2∑
i=1

∂

∂xi

(
k

(2)
i (x)

∂u(2)

∂xi

)
+ f (2)(t,x) , (t,x) ∈ Q2 , (2.2)

where k
(m)
i (x) ∈ C1(Qm), 0 < c1 ≤ k(m)

i (x) ≤ c2, i = 1, 2, m = 1, 2.

In addition, assume that the coefficients of Eq. (2.1) satisfy the following con-

dition

k
(1)
1 (x)− c20 ≥ δ > 0 . (2.3)

Equations (2.1) and (2.2) are supplemented with the following boundary and

initial conditions:

u|S = 0 , (t,x) ∈ S , (2.4)
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u|Ω0 = u0(x) ,
∂u(1)

∂t

∣∣∣∣
Ω0

1

= u
(1)
1 (x) , (2.5)

where

u(t,x) =

{
u(1)(t,x) , (t,x) ∈ Q1 ,

u(2)(t,x) , (t,x) ∈ Q2 ,

u0(x) =

u
(1)
0 (x) , (0,x) ∈ Ω

0
1 ,

u
(2)
0 (x) , (0,x) ∈ Ω

0

2 .

At the interface Γ, the following consistency conditions are valid

u(1)|Γ = u(2)|Γ ,
(2.6)(

c0
∂u(1)

∂t
+ k

(1)
1 (x)

∂u(1)

∂x1

)∣∣∣∣
Γ

=

(
k

(2)
1 (x)

∂u(2)

∂x1

)∣∣∣∣
Γ

.

2.1. Existence and uniqueness of a strong solution

Let B be a Banach space, obtained by closure of a set {u : u(m) ∈ C2(Qm)(m = 1, 2),

u satisfies the conditions (2.4) and (2.6)} with respect to the norm

‖u‖B =

∥∥∥∥∂u(1)

∂t

∥∥∥∥
L2(Q1)

+ sup
0≤t≤T

(∥∥∥∥∂u(2)

∂t

∥∥∥∥
L2(Ω(1)(t))

+
2∑

m=1

2∑
i=1

∥∥∥∥∂u(m)

∂xi

∥∥∥∥
L2(Ω(m)(t))

)
,

where Ω(m)(t) is a section of the subdomainQm(m = 1, 2) by the plane {(t,x) ∈ R3 :

t = const.}, ‖ · ‖L2 is a norm in a space, L2, of Lebesgue integrable functions whose

squares are also Lebesgue integrable. Let H
◦

1(Ω0) be a Hilbert space that consists

of functions u ∈ L2(Ω
0) (u = 0 on Ω

0 ∩ S) whose first-order weak derivatives

are also elements of L2(Ω
0). The norm in H

◦
1(Ω0) is ‖ · ‖

H
◦

1(Ω0)
= ‖ · ‖L2(Ω0) +∑2

i=1 ‖ ∂·∂xi ‖L2(Ω0).

Denote by L the differential operator Lu = (L(1)u(1),L(2)u(2)), where L(m)· =
∂3−m·
∂t3−m −

∑2
i=1

∂
∂xi

(k
(m)
i

∂·
∂xi

), m = 1, 2. We can consider the problem (2.1), (2.2),

(2.4)–(2.6) as the following operator equation

Lu = F ,

Lu = (Lu, l0u, l1u(1)) , l0u = u|Ω0 , l1u
(1) =

∂u(1)

∂t

∣∣∣∣
Ω0

1

,

F = (f(t,x), u0(x), u
(1)
1 (x)) , f(t,x) =

{
f (1)(t,x) , (t,x) ∈ Q1 ,

f (2)(t,x) , (t,x) ∈ Q2 ,

acting from B onto H = L2(Q)×H
◦

1(Ω0)×L2(Ω
0
1) and whose domain of definition

is D(L) = {u(t,x) : u(m)(t,x) ∈ C2(Qm), m = 1, 2, u(t,x) satisfies the conditions

(2.4) and (2.6)}.
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For the differential problem (2.1), (2.2), (2.4)–(2.6), the following theorem is

valid.

Theorem 1. Suppose that k
(m)
i (x) ∈ C1(Qm), 0 < c1 ≤ k

(m)
i (x) ≤ c2, i = 1, 2,

m = 1, 2 and assume that the condition (2.3) holds; then for the conjugation problem

(2.1), (2.2), (2.4)–(2.6), the following estimate is valid

‖u‖B ≤ c‖Lu‖H = c(‖Lu‖L2(Q) + ‖l0u‖
H
◦

1(Ω0)
+ ‖l1u(1)‖L2(Ω0

1) + ++), c > 0 .

(2.7)

Proof. To prove the theorem let us multiply the expressions

L(m)u(m) =
∂3−mu(m)

∂t3−m
−

2∑
i=1

∂

∂xi

(
k

(m)
i

∂u(m)

∂xi

)
by 2∂u

(m)

∂r
= ∂u(m)

∂t
+ c0

∂u(m)

∂x1
and integrate the product over Qt̃m = {(t,x) ∈ Qm :

0 < t < t̃ ≤ T}, m = 1, 2. Using the Ostrogradsky theorem and the identities

2
∂2u(1)

∂t2
∂u(1)

∂r
= 2

∂

∂t

(
∂u(1)

∂t

∂u(1)

∂r

)
− ∂

∂r

((
∂u(1)

∂t

)2
)
,

2
∂

∂xi

(
k

(m)
i

∂u(m)

∂xi

)
∂u(m)

∂r
= 2

∂

∂xi

(
k

(m)
i

∂u(m)

∂xi

∂u(m)

∂r

)

− ∂

∂r

(
k

(m)
i

(
∂u(m)

∂xi

)2
)

+
∂k

(m)
i

∂r

(
∂u(m)

∂xi

)2

, i = 1, 2 , m = 1, 2 ,

we obtain the following relations:

I t̃m +

∫
Qt̃m

=(m)(u(m)) dt dx =

∫
Qt̃m

f (m)(t,x)
∂u(m)

∂r
dt dx , m = 1, 2 . (2.8)

Here

I t̃1 =

∫
∂Qt̃1

=0(u
(1)) ds =

∫
∂Qt̃1

(
2
∂u(1)

∂t

∂u(1)

∂r
ν0 −

(
∂u(1)

∂t

)2

rν

+
2∑
i=1

k
(1)
i

(
∂u(1)

∂xi

)2

rν − 2
2∑
i=1

k
(1)
i

∂u(1)

∂xi

∂u(1)

∂r
νi

)
ds ,

I t̃2 =

∥∥∥∥∂u(2)

∂t

∥∥∥∥2

L2(Qt̃2)

+

∫
∂Qt̃2

(
2∑
i=1

k
(2)
i

(
∂u(2)

∂xi

)2

rν − 2
2∑
i=1

k
(2)
i

∂u(2)

∂xi

∂u(2)

∂r
νi

)
ds ,

and =(m)(u(m)) (m = 1, 2) are quadratic forms of the first-order derivatives of u(m)

and ν(t,x) = (ν0(t,x), ν1(t,x), ν2(t,x)) denotes the outward normal vector to the

domain Qt̃m(m = 1, 2), |ν| = 1, rν = ν0 + ν1c0.
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To obtain the lower bound of the integral
∫
∂Qt̃1∩∂Qt̃

=0(u
(1)) ds consider it as a

sum∫
∂Qt̃1∩∂Qt̃

=0(u
(1)) ds =

∫
Ω(1)(t̃)

=0(u
(1)) ds+

∫
∂Qt̃1∩S

=0(u
(1)) ds+

∫
Ω0

1

=0(u
(1)) ds

(2.9)

taking into account the given conditions (2.4) and (2.5). For every point (t,x) ∈
∂Qt̃1 ∩ ∂Qt̃ we shall estimate =0(u

(1)).

Since ∂u(i)

∂r
= 0 (m = 1, 2) and rν = 0 on S, it follows that =0(u

(1)) = 0 at

(t,x) ∈ S and, consequently, ∫
∂Qt̃1∩S

=0(u
(1)) ds = 0 .

We shall consider the integrand =0(u
(1)) in the integral

∫
Ω(1)(t̃)

=0(u
(1)) over

upper base Ω(1)(t̃) of the subdomain Qt̃1 as a quadratic form of derivatives ∂u(1)/∂t,

∂u(1)/∂x1, ∂u
(1)/∂x2. Obviously we have ν0(t̃,x) = 1, ν1(t̃,x) = ν2(t̃,x) = 0, and

rν = 1 when (t̃,x) ∈ Ω(1)(t̃). Thus,

=0(u
(1)) = 2

∂u(1)

∂t

∂u(1)

∂r
−
(
∂u(1)

∂t

)2

+
2∑
i=1

k
(1)
i

(
∂u(1)

∂xi

)2

=

(
∂u(1)

∂t

)2

+ 2c0
∂u(1)

∂t

∂u(1)

∂x1
+

2∑
i=1

k
(1)
i

(
∂u(1)

∂xi

)2

, (t̃,x) ∈ Ω(1)(t̃) .

To obtain the lower bound for the quadratic form and then for the expression∫
Ω(1)(t̃)=0(u

(1)), we shall use the quadratic forms positivity criterion (Sylvestr’s

criterion). The matrix of the form =0(u
(1)) is

1 c0 0

c0 k
(1)
1 (x) 0

0 0 k
(1)
2 (x)

 .

According to Sylvestr’s criterion, positivity of =0(u
(1)) is determined by the main

minors d1(t,x), d2(t,x) and d2(t,x) of its matrix. We have

d1(t,x) = 1 > 0 ,

d2(t,x) = k
(1)
1 (x)− c20 ≥ δ > 0 ,

d3(t,x) = k
(1)
2 d2(t,x) ≥ c1δ > 0 .

Here we use conditions on the coefficients of Eqs. (2.1) and (2.2) and the relation

(2.3). Hence,∫
Ω(1)(t̃)

=0(u
(1)) ds ≥ c3

∫
Ω(1)(t̃)

((
∂u(1)

∂t

)2

+

(
∂u(1)

∂x1

)2

+

(
∂u(1)

∂x2

)2
)
dx .
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Estimating the expression
∫

Ω0
1
=0(u

(1)) ds from above, we obtain∫
Ω0

1

=0(u
(1)) ds ≤ c4(‖u0‖2H1(Ω0) + ‖u(1)

1 ‖2L2(Ω0
1)) .

Thus we deduce that∫
∂Qt̃1∩∂Qt̃

=0(u
(1)) ≥ c3

∫
Ω(1)(t̃)

((
∂u(1)

∂t

)2

+
∑
i=1

(
∂u(1)

∂xi

)2
)

(t̃,x) dx

− c4(‖u0‖2H1(Ω0) + ‖u(1)
1 ‖2L2(Ω0

1)) . (2.10)

Now if we recall the restrictions on coefficients of Eqs. (2.1), (2.2) and the boundary

conditions, we get∫
∂Qt̃2∩∂Qt̃

2∑
i=1

k
(2)
i (x)

((
∂u(2)

∂xi

)2

rν − 2
∂u(2)

∂r

∂u(2)

∂xi
νi

)
ds

≥ c5
∫

Ω(2)(t̃)

2∑
i=1

(
∂u(2)

∂xi

)
dx− c6‖u0‖2H1(Ω0) . (2.11)

It follows from the first consistency condition that

∂u(1)

∂r

∣∣∣∣
Γ

=
∂u(2)

∂r

∣∣∣∣
Γ

.

Since ν0 = − c0√
1+c20

, ν1 = 1√
1+c20

on the interface Γ, we obtain

∫
∂Q

(t̃)
1 ∩Γ

(
2
∂u(1)

∂t

∂u(1)

∂r
ν0 −

(
∂u(1)

∂t

)2

rν

+
2∑
i=1

k
(1)
i

(
∂u(1)

∂xi

)2

rν − 2
2∑
i=1

k
(1)
i

∂u(1)

∂r

∂u(1)

∂xi
νi

)
ds

+

∫
∂Q

(t̃)
2 ∩Γ

2∑
i=1

k
(2)
i

((
∂u(2)

∂xi

)2

rν − 2
∂u(2)

∂r

∂u(2)

∂xi
νi

)
ds

=
2√

1 + c20

∫
∂Q

(t̃)
1 ∩Γ

∂u

∂r

(
−c0

∂u(1)

∂t
− k(1)

1

∂u(1)

∂x1
+ k

(2)
1

∂u(2)

∂x1

)
ds = 0 . (2.12)

Here we also use the second consistency condition.

Using the Cauchy–Schwarz inequality, we get the following estimates for the

second term on the left-hand side and for the right-hand side of the equalities (2.8):∫
Qt̃m

=(m)(u(m)) dt dx ≤ ε1

∥∥∥∥∂u(2)

∂t

∥∥∥∥2

L2(Qt̃2)
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+ c7(ε1)

(∥∥∥∥∂u(1)

∂t

∥∥∥∥2

L2(Qt̃1)

+
2∑

m=1

2∑
i=1

∥∥∥∥∂u(m)

∂xi

∥∥∥∥2

L2(Qt̃m)

)
,

∫
Qt̃m

f (m)(t,x)
∂u(i)

∂r
dt dx ≤ ε2

∥∥∥∥∂u(2)

∂t

∥∥∥∥2

L2(Qt̃2)

+ c8(ε2)

(∥∥∥∥∂u(1)

∂t

∥∥∥∥2

L2(Qt̃1)

+
2∑

m=1

2∑
i=1

∥∥∥∥∂u(m)

∂xi

∥∥∥∥2

L2(Qt̃m)

)

+ c9 ‖f‖2L2(Qt̃) , m = 1, 2 .

Taking into account the estimates (2.10), (2.11), the last inequalities and (2.12)

we sum the equalities (2.8) for m = 1, 2. As a result, selecting appropriate values

of ε1 and ε2, we obtain∥∥∥∥∂u(2)

∂t

∥∥∥∥2

L2(Qt̃2)

+

∥∥∥∥∂u(1)

∂t

∥∥∥∥2

L2(Ω(1)(t̃))

+
2∑

m=1

2∑
i=1

∥∥∥∥∂u(m)

∂xi

∥∥∥∥2

L2(Ω(i)(t̃))

≤ c10

∥∥∥∥∂u(1)

∂t

∥∥∥∥2

L2(Qt̃1)

+
2∑

m=1

2∑
i=1

∥∥∥∥∂u(m)

∂xi

∥∥∥∥2

L2(Qt̃i)

+ ‖f‖2L2(Qt̃) + ‖u0‖2H1(Ω0) +

∥∥∥∥∥∂u(1)
1

∂r

∥∥∥∥∥
2

L2(Ω0
1)

 .

The application of Gronwall’s lemma yields the required estimate (2.7). �
Operator L : B → H admits a closure L.4 The solution of the operator equation

Lu = F is a strong solution of problem (2.1), (2.2), (2.4)–(2.6).

Theorem 2. Under the conditions of Theorem 1 for arbitrary F ∈ H there exists

a unique strong solution u ∈ B of problem (2.1), (2.2), (2.4)–(2.6). In addition,

‖u‖B ≤ c‖F‖H , c > 0 . (2.13)

The estimate (2.13) and uniqueness of the solution follow from the energy in-

equality (2.7). To prove the existence of the strong solution of problem (2.1), (2.2),

(2.4)–(2.6) for arbitrary F ∈ H, it is sufficient to prove that a set of values of the

operator L is a compact set in H.4 We can do it by means of averaging operators

with variable step3 following the plan of similar proofs in Refs. 3 and 5 and using

a technique for obtaining of the energy inequality (2.7).

3. Auxiliary Results

In this section we shall obtain a stability estimate for the operator-difference scheme

of the form

Dyt̄t +Byt +Ay = ϕ , y(0) = y0 , yt(0) = y1 , (3.1)
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where y ∈ H, H is a real finite-dimensional Hilbert space with an inner product

(· , ·) and a norm ‖ · ‖. The operators A, B, D : H → H are linear ones in H,

moreover

B ≥ 0 , D = D∗ > 0 .

Here we use the standard notation of the difference schemes theory8

yt̄t =
1

τ
(yt − yt̄) , yt =

ŷ − y
τ

, yt =
y − y̌
τ

,

y = y(t) , ŷ = y(t+ τ) , y̌ = y(t− τ) .

Let R = R∗ > 0. Denote by HR a Hilbert space of elements of H which is

equipped with the inner product (y, v)R = (Ry, v) and the norm ‖y‖2R = (y, y)R.

Using the method of energy inequalities, we can deduce sufficient conditions of

stability of the scheme (3.1) with non-self-adjoint operator A:

A = A0 +A1 , A0 = A∗0 > 0 ,

provided that the following subordination condition is valid

‖A1y‖2 ≤ α0(A0y, y) , y ∈ H . (3.2)

Here constant α0 > 0 does not depend on τ .

Theorem 3. Let the operators D and A0 of the scheme (3.1) be positive and self-

adjoint. Assume that

B0 = 0.5(B +B∗) ≥ εU + 0.5τA0 , ε = const. > 0 , D > L , (3.3)

where L = L∗ ≥ 0, U = U∗ ≥ 0, L + U = E, and assume that the subordination

condition (3.2) holds; then for the solution of the operator-difference scheme (3.1)

the following a priori estimate is valid

‖yn+1‖2A0
≤M

(
‖y0‖2A0

+ ‖yt,0‖2D+2τ2A0
+M1

n∑
k=0

τ‖ϕk‖2
)
. (3.4)

Here M = 2eα1tn+1 , α1 = max{1, 2ε, 2α0(1/ε+ T )}, M1 = max{2, 2/ε}.

Proof. To prove the theorem, rewrite the scheme (3.1) in the form

Dyt̄t +Byt +A0y = Φ , Φ = ϕ−A1y . (3.5)

Consider an inner product of Eq. (3.5) onto term 2τyt. Taking into account the

relations

2τ(Dyt̄t, yt) = (Dyt, yt)− (Dyt̄, yt̄) + τ2(Dyt̄t, yt̄t) ,

2τ(A0y, yt) = (A0ŷ, ŷ)− (A0y, y)− τ2(A0yt, yt) ,

2τ(Byt, yt) = 2τ(B0yt, yt) ,
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we obtain the following energy identity

‖yt,n‖2D + ‖yn+1‖2A0
+ τ2‖yt̄t,n‖2D + 2τ((B0 − 0.5τA0)yt, yt)

= ‖yt,n−1‖2D + ‖yn‖2A0
+ 2τ(Φn, yt,n) . (3.6)

Since

2τ(Φ, yt) = 2τ((L+ U)Φ, yt) ,

estimating the right-hand side by the Cauchy inequality and ε-inequality

2τ(UΦ, yt) ≤ 2τε1(Uyt, yt) +
τ

2ε1
‖Φ‖2 ,

2τ(LΦ, yt) = 2τ(LΦ, yt̄) + 2τ2(LΦ, yt̄t)

≤ 2τε2(Lyt̄, yt̄) +
τ

2ε2
(LΦ,Φ) + 2τ2ε3(Lyt̄t, yt̄t) +

τ2

2ε3
(LΦ,Φ)

≤ 2τε2‖yt̄‖2D +
τ

2ε2
‖Φ‖2 +

τ2

2ε3
‖Φ‖2 ,

we get the following bound

‖yt,n‖2D + ‖yn+1‖2A0
+ τ2(1− 2ε3)‖yt̄t,n‖2D + 2τ((B0 − ε1U − 0.5τA0)yt,n, yt,n)

≤ ‖yt,n−1‖2D + ‖yn‖2A0
+ 2τε2‖yt,n−1‖2D + 0.5

(
1

ε1
+

1

ε2

)
× τ‖Φn‖2 + 2ε3τ

2‖Φn‖2 .

Using the subordination condition (3.2) for ‖Φn‖2, we have

‖Φn‖2 = ‖ϕn −A1yn‖2 ≤ 2‖ϕn‖2 + 2‖A1yn‖2 ≤ 2‖ϕn‖2 + 2α0‖yn‖2A0
.

Further, selecting ε3 = 0.5, ε1 = ε2 = ε and recalling (3.3), we obtain

‖yt,n‖2D + ‖yn+1‖2A0
≤ (1 + 2ετ)‖yt,n−1‖2D +

(
1 +

(
2α0

ε
+ 2α0T

)
τ

)
‖yn‖2A0

+
2

ε
(1 + τ)τ‖ϕn‖2 + 2(1 + τ)τ‖ϕn‖2 .

Hence,

‖yt,k‖2D + ‖yk+1‖2A0
≤ (1 + α1τ)(‖yt,k−1‖2D + ‖yk‖2A0

+M1τ‖ϕk‖2) .

Summing the last inequality over k = 1, 2, . . . , n, we get the following estimate

‖yn+1‖2A0
≤ (1 + α1τ)

n+1(‖yt,0‖2D + ‖y1‖2A0
) + (1 + α1τ)

nM1

n∑
k=0

τ‖ϕk‖2 .

Further, taking into account the relation

‖y1‖2A0
= ‖y0 + τyt,0‖2A0

≤ 2‖y0‖2A0
+ 2τ2‖yt,0‖2A0

and inequality 1 + α1τ ≤ eα1τ , we obtain the desired estimate (3.4). �
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Note that in Ref. 10 an analogous estimate is obtained for the operator-difference

scheme

Dyt̄t +By◦
t
+Ay = ϕ , y(0) = y0 , yt(0) = y1 ,

with non-self-adjoint operator A, provided the condition (3.2) is fulfilled. Though

the operator B here has satisfy stronger inequality:

B0 ≥ εE , ε > 0 .

4. Difference Scheme for the Conjugation Problem

In this section we construct and investigate the numerical method for the conjuga-

tion problem (2.1), (2.2), (2.4)–(2.6).

Let

ωhτ = ωh × ωτ

be a uniform moving mesh in the domain Q. Here

ωh = {xji1i2 = (xj1i1 , x2i2) : xj1i1 = i1h1 + c0tj ; x2i2 = i2h2 ,

0 ≤ ik ≤ Nk , hkNk = lk , k = 1, 2} ,

ωτ = {tj = jτ ; 0 < j ≤ N0 − 1 , τN0 = T} .

The set

ωh = {xji1i2 : 0 < ik < Nk , k = 1, 2}

is a set of interior mesh-points of ωh, and

∂ωh = ωh\ωh = {xji1i2 : i1 = 0, N1 , 0 < i2 < N2 0 < i1 < N1 , i2 = 0, N2}

is a set of boundary mesh-points of ωh.

We assume that the interface Γ contains the mesh-points of ωhτ , and denote

this set by

γh = {xjp1i2
= (xjp1

, xji2) : xj1p1
= p1h1 + c0tj , p1h1 = xi , 0 < i2 < N2} ,

where 2 ≤ p1 ≤ N1 − 2. In addition, in the domains Q1 and Q2 we shall consider

the following meshes

ω1 = ω1h × ωτ , ω2 = ω2h × ωτ .

Here

ω1h = {xji1i2 : 0 < i1 < p1 , 0 < i2 < N2} ,

ω2h = {xji1i2 : p1 < i1 < N1 , 0 < i2 < N2 − 1} .
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On the moving mesh ωhτ , we approximate the differential problem (2.1), (2.2),

(2.4)–(2.6) by a three-layered scheme

yt̄t = (a1yx̄1)
(σ1,σ2)
x1

+ (a2yx̄2)
(σ1,σ2)
x2

+ 2c0yt◦x1
+ ϕ , (t,x) ∈ ω1 , (4.1)

yt = (a1yx̄1)
(σ1,σ2)
x1

+ (a2yx̄2)
(σ1,σ2)
x2

+ c0y◦x1
+ ϕ , (t,x) ∈ ω2 , (4.2)

y|∂ωh = 0 , (t,x) ∈ ∂ωh , (4.3)

y(0,x) = u0(x) , yt(0,x) = u
(1)
1 (x) , x ∈ ω+

1h , ω+
1h = ω1h ∪ γh , (4.4)

y(0,x) = u0(x) , yt(0,x) = u
(2)
1 (x) , x ∈ ω2h , (4.5)

with constant weights σk, k = 1, 2. Here

u
(2)
1 (x) = Lu0(x) + c0

∂u0(x)

∂x1
+ f (1)(0,x) , x ∈ ω2h ,

Lu =
∂

∂x1

(
k

(1)
1

∂u

∂x1

)
+

∂

∂x2

(
k

(1)
2

∂u

∂x2

)
.

Also we use the standard notation of the theory of difference schemes8–10:

yxα =
y(+1α) − y

hα
, yx̄α =

y − y(−1α)

hα
, y◦

xα
=
y(+1α) − y(−1α)

2hα
, α = 1, 2 ,

y = yi1i2 = y(t,x(t)) , y(±11) = yi1±1i2 = y(t, x1(t)± h1, x2) ,

y(±12) = yi1i2±1 = y(t, x1(t), x2 ± h2) ,

yt̄t =
yt − yt̄
τ

, yt =
ŷ − y
τ

, yt̄ =
y − y̌
τ

, y(σ1,σ2) = σ1ŷ + (1− σ1 − σ2)y + σ2y̌ ,

ŷ = y(t+ τ,x(t+ τ)) , y̌ = y(t− τ,x(t − τ)) .
Stencil functionals ϕ and am(x) (m = 1, 2) are defined by formulas

ϕ(x) = 0.5(f(t, x1 − 0.5h1, x2) + f(t, x1 − 0.5h1, x2)) ,

a1(x) =

k
(1)
1 (x1 − 0.5h1, x2)− c20 , x ∈ ω+

1h ,

k
(2)
1 (x1 − 0.5h1, x2) , x ∈ ω2h ,

a2(x) =

k
(1)
2 (x1, x2 − 0.5h2) , x ∈ ω+

1h ,

k
(2)
2 (x1, x2 − 0.5h2) , x ∈ ω2h ,

respectively.

Similarly as in Ref. 9, we approximate the second consistency conditions (2.6)

with the second-order of accuracy with respect to spatial variables and write its

approximation in the following form
c0

h1
yt + 0.5(yt + yt̄t) = (a1yx̄1)

(σ1,σ2)
x1

+ (a2yx̄2)
(σ1,σ2)
x2

+ c0ytx̄1 + 0.5c0yx1 + ϕ . (4.6)
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Note that the second initial condition yt(0,x) = u
(2)
1 (x) for the parabolic equa-

tion is obtained from the condition of the second order of accuracy of value y(τ,x).8

4.1. Stability of the difference scheme

To investigate the stability of the constructed difference scheme (4.1)–(4.6) we shall

use the results obtained in Sec. 3. Thus, the three-layered scheme (4.1)–(4.6) must

be reduced to the canonical form (3.1).

Let H be a space of mesh functions y = y(x) that are given on ωh and equal to

zero on the boundary ∂ωh. In the space H we introduce the inner product

(y, v) =
∑

x∈ωh
y(x)v(x)h1h2 , y, v ∈ H ,

and the norm

‖y‖ =
√

(y, y) , y ∈ H .

For functions y ∈ H let us introduce an operator A as follows:

A = A0 +A1 . (4.7)

Here A0 = A∗0 and A1 6= A∗1 are determined by the following expressions

A0y =


−

2∑
k=1

(ak(x)yx̄k)xk , x ∈ ωh ,

0 , x ∈ ∂ωh ,

A1y =



0 , x ∈ ω1h ,

−0.5c0yx1 , x ∈ γh ,
−c0y◦x1

, x ∈ ω2h ,

0 , x ∈ ∂ωh .

(4.8)

Properties of the operator A0 : H → H are well known.8,9 In particular, it is self-

adjoint and positive operator. Note that for A1 and A0 the subordination condition

(3.2) is true.

Let us define the other operators:

B = G+ 2A2 + (σ1 − σ2)τA0 , (4.9)

D = C + σ2τ
2A0 . (4.10)

Here

Gy =


0 , x ∈ ω−1h ,(
c0

h1
+ 0.5

)
y , x ∈ γh ,

y , x ∈ ω+
2h ,
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Cy =


y , x ∈ ω−1h ,
0.5y , x ∈ γh ,
0 , x ∈ ω+

2h ,

A2y =



0 , x ∈ ∂ωh ,
−c0y◦x1

, x ∈ ω1h ,

−0.5c0yx̄1 , x ∈ γh ,
0 , x ∈ ω2h ,

ω−1h = ω1h \ γh , ω+
2h = ω2h \ γh .

Thus, the scheme (4.1)–(4.6) is reduced to the canonical form (3.1) with opera-

tors A, B and D specified by formulas (4.7)–(4.10) and

y(0) = y0 , y0 = u0 ,
(4.11)

yt(0) = y1 , y1 =

u
(1)
1 (x) , x ∈ ω1h ,

u
(2)
1 (x) , x ∈ ω2h .

In order to use Theorem 3, we have to verify conditions (3.3). Since the operators

G and A0 are self-adjoint, we have B0 = G + A20 + (σ1 − σ2)τA0. Here A20 =

0.5(A2 +A∗2).

To find the operator A∗2, we consider the inner product

(A2y, v) = −c0
N2−1∑
i2=1

h2

p1−1∑
i1=1

h1y◦x1,i1i2
vi1i2 − 0.5c0

N2−1∑
i2=1

h2h1yx̄1,p1i2vp1i2

= −0.5c0

N2−1∑
i2=1

h2

(
p1−1∑
i1=1

(yi1+1i2 − yi1−1i2)vi1i2 + (yp1i2 − yp1−1i2)vp1i2

)

= −0.5c0

N2−1∑
i2=1

h2

(
p1−1∑
i1=1

(yi1i2vi1−1i2 − yi1i2vi1+1i2) + yp1i2vp1−1i2

+ yp1−1i2vp1i2 + yp1i2vp1i2 − yp1−1i2vp1i2

)

= c0

N2−1∑
i2=1

h2

p1−1∑
i1=1

h1yi1i2v◦x1,i1i2
− 0.5c0

N2−1∑
i2=1

h2h1
yp1i2(vp1−1i2 + vp1i2)

h1
.
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Consequently,

A∗2y =



0 , x ∈ ∂ωh ,
c0y◦x1

, x ∈ ω1h ,

−0.5c0
y(−11) + y

h1
, x ∈ γh ,

0 , x ∈ ω2h .

Thus, for the operator A20, we have

A20y =


0 , x ∈ ω−1h ,

−0.5
c0

h1
y , x ∈ γh ,

0 , x ∈ ω+
2h .

Since A0 > 0 and G ≥ 0 then B0 ≥ 0, provided σ1 ≥ σ2.

If L = C and

Uy =


0 , x ∈ ω−1h ,
0.5y , x ∈ γh ,
y , x ∈ ω+

2h ,

then the condition (3.3) is obviously fulfilled for

σ1 ≥ σ2 + 0.5 , σ2 > 0 . (4.12)

In that way, if the conditions (4.12) are satisfied then for the solution of the

difference scheme (4.1)–(4.6) a priori estimate (3.4) is valid.

4.2. Convergence of the difference scheme

Here we shall investigate an accuracy of the proposed difference scheme (4.1)–(4.6)

for the conjugation problem (2.1), (2.2), (2.4)–(2.6). Let y ∈ H be a solution of

the problem (3.1), (4.7)–(4.11) and u(t,x) be a solution of the differential problem

(2.1), (2.2), (2.4)–(2.6). Write the equation for an error z = y − u. Substituting

y = z + u in (3.1), we get

Dzt̄t +Bzt +Az = ψ , z(0) = 0 , zt(0) = ν(x) . (4.13)

Here z, ψ, ν ∈ H,

ψ(x) =



(a1ux̄1)
(σ1,σ2)
x1 + (a2ux̄2)

(σ1,σ2)
x2 + 2c0ut◦x1

+ ϕ− ut̄t , x ∈ ω1h ,

(a1ux̄1)
(σ1,σ2)
x1 + (a2ux̄2)

(σ1,σ2)
x2 + c0ut◦x1

+0.5u◦
x1

+ ϕ− c0

h1
ut − 0.5(ut + ut̄t) , x ∈ γh ,

(a1ux̄1)
(σ1,σ2)
x1 + (a2ux̄2)

(σ1,σ2)
x2 + c0u◦x1

+ ϕ− ut , x ∈ ω2h ,
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is a truncation error of Eqs. (2.1) and (2.2) and the consistency condition (2.6).

The term

ν(x) = O(τ + h2
1 + h2

2)

defines a truncation error of the second initial condition.

To estimate the accuracy of the difference scheme (4.1)–(4.6), we shall assume

that

k
(m)
i ∈ C3(Qm) ∩ C2(Γ) (i = 1, 2) , u(m) ∈ C4(Qm) ∩ C3(Γ), m = 1, 2 ,

(4.14)
k

(1)
2 (x) = k

(2)
2 (x) , x ∈ Γ .

Employing Taylor series expansions we have

uxα =
∂u

∂xα
+
h1

2

∂2u

∂x2
α

+
h2

1

6

∂3u

∂x3
α

+O(h3
α) ,

ux̄α =
∂u

∂xα
− h1

2

∂2u

∂x2
α

+
h2

1

6

∂3u

∂x3
α

+O(h3
α) , α = 1, 2 ,

u◦
x1

=
∂u

∂x1
+O(h2

1) , u
t
◦
x1

=
∂2u

∂r∂x1
+O(τ + h2

1) ,

ut =
∂u

∂r
+O(τ) , ut̄t =

∂2u

∂r2
+O(τ2) , u(σ1,σ2) = u+O(τ) .

On the mesh ω1h for the coefficient a1 the following expansions are valid

a1 = k
(1)
1 (x)− c20 −

h1

2

∂k
(1)
1

∂x1
(x) +

h2
1

8

∂k
(1)
1

∂x2
1

(x) +O(h3
1) , x ∈ ω1h ,

a
(+11)
1 = k

(1)
1 (x)− c20 +

h1

2

∂k
(1)
1

∂x1
(x) +

h2
1

8

∂k
(1)
1

∂x2
1

(x) +O(h3
1) , x ∈ ω1h .

Hence,

a
(+11)
1 ux1 = (k

(1)
1 − c20)

∂u(1)

∂x1
+
h1

2

∂

∂x1

(
(k

(1)
1 − c20)

∂u(1)

∂x1

)

+
h2

1

2

(
1

3
(k

(1)
1 −c20)

∂3u(1)

∂x3
1

+
1

2

∂k
(1)
1

∂x1

∂2u(1)

∂x2
1

+
1

4

∂2k
(1)
1

∂x2
1

∂u(1)

∂x1

)
+O(h3

1) ,

a1ux̄1 = (k
(1)
1 − c20)

∂u(1)

∂x1
− h1

2

∂

∂x1

(
(k

(1)
1 − c20)

∂u(1)

∂x1

)

+
h2

1

2

(
1

3
(k

(1)
1 −c20)

∂3u(1)

∂x3
1

+
1

2

∂k
(1)
1

∂x1

∂2u(1)

∂x2
1

+
1

4

∂2k
(1)
1

∂x2
1

∂u(1)

∂x1

)
+O(h3

1) .

Consequently,

(a1ux̄1)x1 =
∂

∂x1

(
(k

(1)
1 (x) − c20)

∂u(1)

∂x1

)
(t,x) +O(h2

1) , (t,x) ∈ ω1 .
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Similarly, we obtain

(a1ux̄1)x1 =
∂

∂x1

(
k

(2)
1 (x)

∂u(2)

∂x1

)
(t,x) +O(h2

1) , (t,x) ∈ ω2 ,

(a2ux̄2)x2 =
∂

∂x2

(
k

(m)
2 (x)

∂u(m)

∂x2

)
(t,x) +O(h2

2) , (t,x) ∈ ωm, m = 1, 2 .

Since ∂u
∂r

= ∂u
∂t

+ c0
∂u
∂x1

, then for the truncation error we have

ψ(t,x) = O(τ + h2
1 + h2

2) , (t,x) ∈ ω1 ∪ ω2 .

Now we consider the truncation error on the interface Γ. Using expansions

a
(+11)
1 ux1 = k

(2)
1

∂u(2)

∂x1
+
h1

2

∂

∂x1

(
(k

(2)
1 − c20)

∂u(2)

∂x1

)
+O(h2

1) , x ∈ γh ,

a1ux̄1 = (k
(1)
1 − c20)

∂u(1)

∂x1
− h1

2

∂

∂x1

(
(k

(1)
1 − c20)

∂u(1)

∂x1

)
+O(h2

1) , x ∈ γh ,

and the second consistency condition (2.6), we obtain

(a1ux̄1)x1 =
c0

h1

∂u(1)

∂r
(t,x) + 0.5

(
∂

∂x1

(
k

(2)
1 (x)

∂u(2)

∂x1

)
(t,x)

+
∂

∂x1

(
k

(1)
1 (x)

∂u(1)

∂x1

)
(t,x)

)
+O(h1) , (t,x) ∈ γh × ωτ .

Since the conditions (4.14) are valid and ∂u(1)

∂x2

∣∣∣
Γ

= ∂u(2)

∂x2

∣∣∣
Γ
, it follows that

(a2ux̄2)x2 = 0.5

(
∂

∂x2

(
k

(2)
2 (x)

∂u(2)

∂x2

)
(t,x)

+
∂

∂x1

(
k

(1)
2 (x)

∂u(1)

∂x2

)
(t,x)

)
+O(h2

2) , (t,x) ∈ γh × ωτ .

Thus on the interface Γ we have

ψ(t,x) = O(τ + h1 + h2
2) .

Recalling Theorem 3 and conditions (4.12), for the solution of the problem

(4.13), we obtain

‖zn+1‖A0 ≤
√
M

(
‖zt(0)‖D+2τ2A0

+
n∑
k=0

τ‖ψk‖
)
.

Further,

‖ν(x)‖D+2τ2A0
= O(τ + h2

1 + h2
2) .
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Thus, we have proved the following statement.

Theorem 4. Suppose that the conditions (2.3) and (4.14) are valid. Then under

conditions (4.12) the solution of the difference scheme (4.1)–(4.6) converges to the

solution of the differential problem (2.1), (2.2), (2.4)–(2.6), and for the error z(t)

the following estimate holds

max
t∈ωτ
‖z(t)‖A0 ≤M1(τ + h

3/2
1 + h2

2) ,

where M1 = const. > 0.
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