DIFFERENCE schemes are constructed for the three-dimensional MHD equations, on the basis of a variational principle similar to the principle of least action in classical mechanics. An arbitrary curvilinear coordinate system is used. The properties of the resulting difference equations are studied.

1. Differential equations

1. In the numerical simulation of the motion of a continuous medium it proves convenient to use a formal approach based on the introduction of the Lagrange function [1, 2]. In the absence of dissipative processes, the Lagrangian of the continuous medium, immersed in a magnetic field, can be written as

\[
L = \int \left( \frac{v_i v^i}{2} - \rho e - \frac{H_i H^i}{8\pi\rho} \right) \rho g^{\mu\nu} d\Omega.
\] (1.1)

Here, as the Euler reference system we use any fixed curvilinear coordinate system \( x^i, i=1, 2, 3 \); \( \rho \) is the density, \( e \) is the specific internal energy, \( v_i, v^i \) are the covariant and contravariant components of the velocity vector \( v \), \( H_i, H^i \) are the covariant and contravariant components of the magnetic field vector \( H \), \( \Omega \) is the domain occupied by the medium, \( d\Omega = dx^1 dx^2 dx^3 \); \( g \) is the determinant of the metric tensor \( g_{\mu\nu} \). We assume henceforth that the Latin indices take values from 1 to 3, while a repeated index denotes summation.

On transforming to Lagrange coordinates \( q^i, i.e. putting x\rightarrow x(q^i, q^2, q^3, t), dx/dt=v^i(q^1, q^2, q^3, t), \) we can rewrite Lagrangian (1.1) as

\[
L = \int_{\Omega_q} \left( \frac{v_i v^i}{2} - \rho e - \frac{H_i H^i}{8\pi\rho} \right) \rho g^{\mu\nu} d\Omega_q,
\]

where \( \Omega_q = \Omega(x(q)) \), \( d\Omega_q = dq^1 dq^2 dq^3 \), \( J = \partial(x^1, x^2, x^3) / \partial(q^1, q^2, q^3) > 0. \)

Specification of the Lagrangian along with the supplementary constraints reflecting the typical features of the flow, fully describes the MHD system. In our case, the role of the constraints will be played by the conditions for continuity, conservation of the magnetic flux, and adiabaticity.

2. The continuity condition follows from the mass conservation law for an arbitrary fluid volume \( \Omega' \subset \Omega' \):

\[
\frac{d}{dt} \int_{\Omega'} \rho g^{(n)} d\Omega = \frac{d}{dt} \int_{\Omega_e} \rho J g^{(n)} d\Omega_e = 0,
\]

or

\[
\rho J g^{(n)} = \rho_0 (q).
\]  \hspace{1cm} (1.2)

If, as \( q' \), we take the coordinates of particles of the medium at the initial instant, then \( \rho_0 \) signifies the density at \( t = 0 \). On differentiating (1.2) with respect to time, we obtain the relation

\[
\frac{d\rho}{dt} + \rho g^{(n)} \frac{\partial g^{(n)} u^i}{\partial x^i} = 0,
\]

which is the equation of continuity in the curvilinear coordinate system.

3. The condition for conservation of magnetic flux through any fluid surface \( \Sigma \) (frozen conditions for an infinitely electrically conducting medium) may be written as

\[
\frac{d}{dt} \int_{\Sigma} H^i g^{(n)} dS_i = 0;
\]

here, \( dS_i \) are the components of the pseudo-vector of an elementary area [3]. The quantities \( g^{(n)} dS_i \) are the components of the vector, directed along the normal to the surface element, and equal in absolute value to its area. Using the transformation rule for pseudo-vectors [4], we find that

\[
\frac{d}{dt} \int_{\Sigma} H^i g^{(n)} \frac{\partial q^k}{\partial x^i} dS_{\phi k} = 0. \tag{1.3}
\]

Here, \( dS_{\phi k} \) are the components of \( dS \) in the Lagrange coordinate system. From (1.3) we easily obtain the frozen conditions in the form

\[
g^{(n)} J^i H^i = \Phi^i (q), \tag{1.4}
\]

where

\[
J^i = \frac{1}{2} \epsilon^{mn} \epsilon_{ir} \frac{\partial q^m}{\partial x^i} \frac{\partial x^r}{\partial q^n},
\]

\( \epsilon^{mn}, \epsilon_{ir} \) are absolutely antisymmetric tensors.

Using the property of \( J^i_k \):

\[
J^i_k \frac{\partial x^m}{\partial q^k} = \delta^m_r J^i_r, \tag{1.5}
\]

we can easily solve Eq. (1.4) for \( H^i \):

\[
J g^{(n)} H^i = \Phi^i \frac{\partial x^i}{\partial q^k} g^{(n)}.
\]  \hspace{1cm} (1.6)
From (1.6) we obtain at once the equations of induction and magnetic field energy variation in the Lagrange variables:

$$J_g \frac{dH'}{dt} = - \frac{dJ_g}{dt} H' + \Phi \frac{\partial v'}{\partial q'},$$

$$\frac{d}{dt} J_g \frac{H'H}{8\pi} = - \frac{H'H}{8\pi} \frac{dJ_g}{dt} + \frac{H',\Phi}{4\pi} \frac{\partial v'}{\partial q'} + \frac{J_g''H''H''}{8\pi} \frac{\partial g_{mn}}{dt}. \tag{1.8}$$

4. The condition for the flow to be adiabatic is given by

$$de = -p \rho^{-1}.$$

Jointly with the equation of continuity (1.2), condition (1.9) gives the law of variation of $e$:

$$\rho \frac{de}{dt} = -p \frac{d}{dt} (Jg^{i^i}). \tag{1.10}$$

5. By the principle of least action, the motion of the medium occurs in such a way that the functional of action

$$F = \int_{t_1}^{t_2} L(t) dt$$

takes a stationary value $[5, 6]$, i.e.

$$\delta F = \int_{t_1}^{t_2} \left\{ \rho \left[ g_{ij} v^i v^j + \frac{1}{2} v^i v^j \frac{\partial g_{ij}}{\partial x^k} \delta x^k - \delta e \right] + \frac{J_g^{i^j} H^i H^j}{8\pi} - \frac{J_g^{i^i} H^i}{8\pi} \frac{\partial g_{ij}}{\partial x^k} \delta x^k \right\} d\Omega_q dt = 0.$$

Using the supplementary conditions (1.2), (1.6), and (1.9), we can eliminate from this the variations $\delta e, \delta v^i, \delta H^i, \delta (Jg^{i^j})$, by expressing them in terms of variation $\lambda x^i$.

On equating to zero the factors with the independent variations, we arrive at the equations of motion of magnetohydrodynamics:

$$\rho \left( \frac{dv_i}{dt} - \frac{v^i v^j}{2} \frac{\partial g_{ij}}{\partial x^k} \right) = -g^{ij} \frac{\partial}{\partial \sigma^i} (p'J^i) + \frac{\partial}{\partial q^j} \frac{H_i}{4\pi} - \frac{H^i H^j}{8\pi} \frac{\partial q_{ij}}{\partial x^k} J^{i^j}, \tag{1.11}$$

where $p' = p + H_i H^i / 8\pi$.

Equations (1.2) and (1.6), or (1.7), and (1.10) and (1.2), jointly with the kinematic relations $dx^i / dt = v^i$ and the equation of state $p = p(\rho, e)$, fully define the behaviour of a dissipationless MHD medium under the appropriate initial and boundary conditions.
For the distribution of the initial magnetic field, we need to require that the solenoidal condition be satisfied:

$$\text{div} \mathbf{H} - g^{-1} \frac{\partial}{\partial x^i} (g^b H^b) = 0,$$

(1.12)

which can be expressed in terms of the fluxes $\Phi^i$ as follows: $\partial \Phi^i / \partial q^i = 0$.

2. The Discrete model

1. We shall assume that $\Omega_q$ is the unit cube in the space of Lagrange variables $q^i$. We introduce into $\Omega_q$ a rectangular difference mesh with steps $\Delta q^i = h_i$. We shall use Greek indices to indicate mesh quantities. With each node we associate a triple of positive integers $(\alpha, \beta, \gamma) \in \omega_h = \{(\alpha, \beta, \gamma) : \alpha = 0, 1, \ldots, N; \beta = 0, 1, \ldots, M; \gamma = 0, 1, \ldots, P\}$. The set of all nodes defining a mesh cell (elementary parallelepiped) is denoted by $Z_1$, assuming that the cell index is equal to the node index $(\alpha, \beta, \gamma) \in Z_1$, at which min $(\alpha + \beta + \gamma)$ is reached. The set of all cells containing the given node $(\alpha, \beta, \gamma)$ as a vertex will be written as $Z_2 (\alpha, \beta, \gamma)$. We introduce the set of cells $\omega_h$ and the set of all interior nodes $\omega_h$, and the spaces of mesh functions $R_h$ and $R_h$, defined on $\omega_h$ and $\omega_h$ respectively.

The quantities $x^i$, $v^i$, $v$ and $g_{ik}$ are referred to the mesh nodes by denoting them respectively by $\{(x^i)_{\alpha\beta}\}$, etc. Then, the connection between the covariant and contravariant components of $v$ is written as usual for each node:

$$v_i = g_{ik} v^k \quad \text{for} \quad (\alpha, \beta, \gamma) \in \omega_h \quad \text{(2.1)}$$

(to simplify the notation, we omit the index $\alpha \beta \gamma$).

The thermodynamic quantities, and also $H, H^i, J$ and $J^m$ will be referred to the centres of the Lagrange cells and indicated by the cell index. Since $\{(g_{ik})_{\alpha\beta}\} = R_h$, the relationship between $(H_i)_{\alpha\beta}$ and $(H^i)_{\alpha\beta}$ is given by

$$(H_i)_{\alpha\beta} = \langle g_{ik} \rangle_{\alpha\beta} (H^k)_{\alpha\beta}, \quad \text{(2.2)}$$

where $\langle g_{ik} \rangle_{\alpha\beta} \in R_h$ is an approximation of $g_{ik}$ at the cell centre, e.g. of the type

$$\langle g_{ik} \rangle_{\alpha\beta} = \frac{1}{8} \sum_{h \in Z_2 (\alpha\beta\gamma)} (g_{ik})_{\alpha\beta}. \quad \text{(2.3)}$$

2. Let us find the difference analogues for partial derivatives $\partial f / \partial q^i$. For the Lagrange cell $(\alpha, \beta, \gamma)$ we introduce the expressions

$$\frac{\partial f}{\partial q^i} = \frac{1}{4h_i} \sum_{a_i, b_i, c_i = 0, 1} (-1)^{a_i + 1} f_{a + a_i, b + b_i, c + c_i}, \quad \text{(2.4)}$$

$$\frac{\partial f}{\partial q^i} = \frac{1}{4h_2} \sum_{a_2, b_2, c_2 = 0, 1} (-1)^{a_2 + 1} f_{a + a_2, b + b_2, c + c_2},$$

$$\frac{\partial f}{\partial q^i} = \frac{1}{4h_3} \sum_{a_3, b_3, c_3 = 0, 1} (-1)^{a_3 + 1} f_{a + a_3, b + b_3, c + c_3}. $$
where \( \{f_{\alpha \beta \gamma}\} \in \mathbb{R}_h \). Expressions (2.4) approximate \( \partial f/\partial q^i \) at the cell centre. For sufficiently smooth \( f \),

\[
\partial_i f = \frac{\partial f}{\partial q^i} \bigg|_{\alpha \beta \gamma} - O(h^2).
\]

(2.4')

The bar over an index means that the approximation is performed at the cell centre, \( h^2 = h_x^2 + h_y^2 + h_z^2 \).

Notice that, for \( \partial f \), we have the relation

\[
\partial f = \sum_{\nu \in Z, (\alpha \beta \gamma)} f_{\nu} \frac{\partial}{\partial (x^\nu)} (\partial_i x^\nu).
\]

The difference analogue of the derivative \( \partial f/\partial q^i \), defined at a mesh node, is introduced as follows:

\[
(\partial_i f)_{\mu \nu} = - \sum_{\nu \in Z, (\alpha \beta \gamma)} f_{\nu} \frac{\partial}{\partial (x^\nu)} (\partial_i x^\nu).
\]

It is easily seen that \( \partial_i f, f \in \mathbb{R}_h \), is the second-order approximation of \( \partial f/\partial q^i \) at a node.

3. We discretize the quantities \( J_f \) and \( J \) by using \( \partial f \) and \( J \) by using \( \partial q^i \). We associate with \( J_f \) and \( J \) the difference expressions \( S_f \) and \( S \), obtained by formal replacement of the derivative \( \partial/\partial q^i \) by \( \partial_i \):

\[
S_f = \frac{1}{2} \epsilon^{i mn} e_{x^i} \partial_m x^k \partial_n x^l.
\]

(2.5)

\[
S = \frac{1}{h} \epsilon^{i mn} e_{x^i} \partial_m x^k \partial_n x^l.
\]

(2.6)

Here,

\[
S_f = J_f \bigg|_{\alpha \beta \gamma} + O(h^2), \quad S = J \bigg|_{\alpha \beta \gamma} + O(h^2)
\]

and the difference analogue of identity (1.5) is satisfied:

\[
S_f \partial_i x^m = \delta_f^m S;
\]

(2.7)

moreover, we have

\[
\sum_{\nu \in Z, (\alpha \beta \gamma)} \frac{\partial S_{\alpha \beta \gamma}}{\partial (x^\nu)} = 0.
\]

Using (2.7), (2.4), and (2.4'), we can show that, if \( f \in \mathbb{R}_h \), and \( \varphi \in \mathbb{R}_h \), then

\[
\sum_{\nu \in Z, (\alpha \beta \gamma)} f_{\nu} \frac{\partial S_{\alpha \beta \gamma}}{\partial (x^\nu)} = S_k \partial_i f = J \frac{\partial f}{\partial x^k} \bigg|_{\alpha \beta \gamma} + O(h^2),
\]

(2.8)

\[
\sum_{\nu \in Z, (\alpha \beta \gamma)} \varphi_{\nu} \frac{\partial S_{\alpha \beta \gamma}}{\partial (x^\nu)} = \left[ \partial_i (\varphi S_k^i) \right]_{\alpha \beta \gamma} = - J \frac{\partial \varphi}{\partial x^k} \bigg|_{\alpha \beta \gamma} + O(h^2).
\]
Consequently, the expressions
\[ \sum_{x_k} f_{x_k} \frac{\partial S}{\partial (x_k^2)} + \sum_{x_k} q_{x_k} \frac{\partial S_v}{\partial x_k^2} \]
can be regarded as difference analogues of the operators \( \mathcal{J}_0/\partial x_k \), referred respectively to the cell and a mesh node.

4. Let us dwell on the approximation of the expression \( g^{1/2} \) in a cell. Since \( g_{x_k} \) relate to the nodes, the value of \( g^{1/2} \) at the cell centre can be found e.g. as follows:
\[ \langle g^{1/2} \rangle = \frac{1}{8} \sum_{x_k \in \Omega_c} g^{1/2}, \quad (2.9) \]
where \( g_c = \text{det} (g_{x_k}) \), while \( \langle g^{1/2} \rangle = g^{1/2}|_{x_k=0} + O(h^2) \).

On the other hand, if we know the difference expression for \( V = J g^{1/2} \) (see e.g. [7–9]), we can find the mean value of \( g^{1/2} \), namely,
\[ \langle g^{1/2} \rangle_{\alpha\beta} = V_{\alpha\beta}/S_{\alpha\beta}. \quad (2.10) \]
Obviously, \( \langle g^{1/2}_c \rangle = g^{1/2}|_{x_k=0} + O(h^2) \), provided that \( V_{\alpha\beta\gamma} \) approximates \( (g^{1/2}J)|_{x_k=0} \) to second order.

3. Differential-difference equations of MHD

1. The set of Lagrange cells \( \Omega_h \) can be regarded as a discrete model of the continuous medium. The state of each cell is defined by the quantities \( \rho_{\alpha\beta}, \rho_{\alpha\beta}, V_{\alpha\beta}, H_{\alpha\beta}, \epsilon_{\alpha\beta}, \text{and } (\nu')^\gamma, \forall \in \mathbb{Z} \) \((\alpha\beta\gamma)\). With the variational approach, we can construct a class of differential-difference equations, describing the matched variation of all the MHD quantities.

For the discrete system of \( \Omega_h \) the Lagrangian is defined as the difference between the kinetic and potential energies:
\[ L^* = \sum_{(\alpha\beta\gamma) \in \Omega_h} \rho_{\alpha\beta} V_{\alpha\beta} (K_{\alpha\beta\gamma} - \Pi_{\alpha\beta\gamma}) ; \]
here, \( K_{\alpha\beta\gamma}, \Pi_{\alpha\beta\gamma} \) denote respectively the specific kinetic and potential energies of a cell:
\[ K_{\alpha\beta\gamma} = \frac{1}{8} \sum_{x_k \in \Omega_c} \left( \frac{\nu^2 v_{x_k}^{1/2}}{2} \right) \nu ; \]
\[ \Pi_{\alpha\beta\gamma} = \epsilon_{\alpha\beta\gamma} + \frac{(H^2 P_a)_{\alpha\beta\gamma}}{8\pi p_{\alpha\beta\gamma}}. \]
Obviously, \( L^* = L + O(h^2) \). Notice that there are other ways in which the kinetic cell can be approximated.
For the difference Lagrangian we introduce the functional of action

\[ F = \int_{t_0}^{t} L^h(t) \, dt. \]

In order to obtain the supplementary conditions on the variations of the functions appearing in \( L^h \), we consider the difference analogues of the conditions for continuity and freezing of the magnetic field.

2. Using the expression for \( V \) introduced in Section 2, we can write

\[ V_{\alpha \beta} \rho_{\alpha \beta} = m_{\alpha \beta} = g^{1/2} J_\rho \left| a_{\alpha \beta} \right| + O(h^2), \tag{3.1} \]

where \( m \) signifies the time-invariant mass of the Lagrange cell (we assume that no mass exchange occurs between cells). From (3.1) we obtain the differential-difference equation of continuity

\[ V \frac{d\rho}{dt} + \rho \frac{dV}{dt} = 0. \tag{3.2} \]

The time derivative of \( V \) can be approximated in two ways.

If the expression for the volume is regarded as a function of the coordinates, \( V_{\alpha \beta} = V_{\alpha \beta} \{x' \in I_1(\alpha, \beta, \gamma)\} \), then we have to put

\[ \frac{dV}{dt} = \sum_{x' \in I_1(\alpha \beta \gamma)} \frac{\partial V}{\partial (x')^\alpha} \frac{\partial x'}{dt} = \sum_{x' \in I_1(\alpha \beta \gamma)} \frac{\partial V}{\partial (x')^\alpha} v_{\alpha}. \tag{3.3} \]

Since \( V \) is a known algebraic function, \( \partial V/\partial (x^k) \) can be evaluated explicitly.

On the other hand, the equation \( d g^{-1} J/dt = J_\kappa \partial g^{-1} v^\kappa /\partial x^\nu \) can be approximated with the aid of (2.8) by the expression

\[ \frac{dV}{dt} = S_\alpha \partial (x^\alpha g^\alpha) = \sum_{x' \in I_1(\alpha \beta \gamma)} \frac{\partial S}{\partial (x')^\alpha} (u^\alpha g^\alpha). \tag{3.4} \]

We will show that Eq. (3.2) approximates the differential equation of continuity (1.2) at the cell centre, if we use (3.4) or (3.3) for \( dV/dt \). In the former case, this is obvious, since, from (2.5), we have

\[ \frac{dV}{dt} = S_\alpha \partial (x^\alpha g^\alpha) = J_\kappa \frac{\partial v^\kappa}{\partial x^\nu} \left| a_{\alpha \beta} \right| + O(h^2). \]
In the case of (3.3), using (2.8)–(2.10), we can write
\[ + S \frac{\partial \langle g^{i} \rangle}{\partial (x^k)_v} v^k = J \frac{\partial \langle g^{i} \rangle}{\partial (x^k)_v} + \frac{S}{8} \sum_{\mathcal{Z} \cap (\alpha \beta \gamma)} v^k \frac{\partial \langle g^{i} \rangle}{\partial (x^k)_v} + O(h^2). \]

Let us discretize the equation for the magnetic field being frozen. The difference expression
\[ \langle g^{i} \rangle H^s S_{sk} \Phi^i = \Phi^i, \quad (3.5) \]
approximates, in view of (2.6) and (2.10), the frozen condition (1.4) at the cell centre to accuracy \( O(h^2) \). It can be shown that \( \Phi^i \) represents the "difference" fluxes through the planes passing through the cell centre at right angles to \( q^k \). On performing the convolution of \( \Phi^i \partial x^k \) in the light of (2.6), we can transform Eq. (3.5) to the difference analogue of Eq. (1.6):
\[ VH^s = \Phi^i \partial x^k. \quad (3.5) \]

Time-differentiation of (3.5') leads to the difference equation of induction, corresponding to Eq. (1.8):
\[ V \frac{dH^s}{dt} = -H^s \frac{dV}{dt} + \Phi^i \partial x^k, \quad (3.6) \]
where, by \( dV/dt \) we mean one of expressions (3.3) or (3.4).

Applying standard transformations to Eq. (3.6) and the equation of induction, written for the covariant components of \( H^k \), we obtain the equation for the magnetic field energy of a cell in the form
\[ \frac{d}{dt} \left( \frac{H^s H_s}{8\pi} V \right) = -\frac{H^s H_s}{8\pi} \frac{d}{dt} V + \frac{H^s \Phi^i \partial x^k}{4\pi} \]
\[ + \frac{V H^s H^m}{8\pi} \frac{d\langle g_{mn} \rangle}{dt}. \quad (3.7) \]

It can be easily be seen that Eq. (3.7) approximates Eq. (1.9) to accuracy \( O(h^2) \). Various approximations are admissible for \( d\langle g_{mn} \rangle/dt \), as they are for the derivative \( dV/dt \). In the general case, obviously,
\[ \frac{d\langle g_{ik} \rangle}{dt} = \sum_{\mathcal{Z} \cap (\alpha \beta \gamma)} \frac{\partial \langle g_{ik} \rangle}{\partial x^j} v^j. \quad (3.8) \]
If \( \langle g_{ik} \rangle \) is evaluated from expression (2.3), then (3.8) transforms to
\[ \frac{d\langle g_{ik} \rangle}{dt} = \frac{1}{8} \sum_{\mathcal{Z} \cap (\alpha \beta \gamma)} \left( \frac{\partial g_{ik}}{\partial x^j} \right) v^j. \quad (3.9) \]
Finally, let us consider the question of satisfying the condition for the magnetic field to be solenoidal.

Using the relations (2.8) for difference differentiation and relation (3.5), we can approximate expression (1.12) by the equation

\[ \partial_i \left( \langle g^{ik} \rangle H^k S_i^k \right) = \partial_i \Phi^i = 0. \]  

(3.10)

But, by (2.8), the left-hand side of (3.10) is none other than the approximation of \( \text{div} \ H \).

Consequently, the condition

\[ \partial_i \Phi^i = 0 \]  

(3.11)

can be regarded as the condition for the magnetic field to be solenoidal. Hence, as in the differential case, if relation (3.11) is satisfied at the instant \( t = t_0 \), then the magnetic field will remain solenoidal at subsequent instants.

4. Let us find the conditions for the first variation of the functional of action \( F_h \):

\[ \delta F_h = \int_{t_0}^{t_f} \sum_{\alpha \beta} \left\{ \sum_{\nu \in \mathbb{Z}_1(\alpha \beta)} \left( \nu \partial \delta \nu + \left( \frac{\nu \nu}{2} \delta g_{ik} \right) \right) - \delta \varepsilon \alpha \beta \right\} \frac{H^k H_k}{8\pi} - \delta V_{\alpha \beta} \frac{H^k H_k}{8\pi} \frac{(V H^k H^k)_{\alpha \beta}}{4\pi} dt. \]

(3.12)

to vanish. We take \( \delta (x^i)_{\alpha \beta} \) as independent variations, and find their connection with the variations of the other quantities, appearing in (3.12). The connection is given by

\[ \delta x^i = \frac{d}{dt} \delta x^i, \quad \delta g_{ik} = \frac{\partial g_{ik}}{\partial x^n} \delta x^n, \]  

(3.13)

\[ V \delta H^k = -H^k \delta V + \Phi^i \partial_i \delta x^k, \quad \delta \varepsilon = \left( \frac{\partial \varepsilon}{\partial \rho^{-1}} \right) \left( \frac{\partial \rho^{-1}}{\partial V} \right) \delta V = -\frac{P}{m} \delta V. \]

For \( \delta V \) and \( \delta (g_{ik}) \) we use two types of relations, corresponding to (3.3), (3.8) or (3.4), (3.9):

\[ \delta V = \sum_{\nu \in \mathbb{Z}_1(\alpha \beta)} \frac{\partial V}{\partial (x^\nu)} \delta x^\nu, \]  

(3.14)
It is easily seen that the presence of the different approximations of $\delta V$ and $\delta \langle g_{al} \rangle$ leads to different dynamic equations, which are obtained by substituting (3.13) and (3.14), or (3.15), into (3.12), and performing the appropriate transformations. Let us write these equations in their final form:

\[
M \left( \frac{\partial v_i}{\partial t} - \frac{v^k v^i}{2} \frac{\partial g_{kl}}{\partial x^l} \right) = \sum_{v \in \mathcal{Z}_1(a,b)} p_v \frac{\partial V_v}{\partial x^i} - \partial_n \frac{H_i \Phi^n}{4\pi} + \sum_{v \in \mathcal{Z}_1(a,b)} \frac{\partial \langle g_{ia} \rangle}{\partial x^i} \left( \frac{V H^i H^j}{8\pi} \right)_v
\]  
(3.16)

(this corresponds to the case with (3.14)),

\[
M \left( \frac{dV_v}{dt} - \frac{v^k v^i}{2} \frac{\partial g_{kl}}{\partial x^l} \right) = g^{ij} \sum_{v \in \mathcal{Z}_1(a,b)} p_v \frac{\partial S_v}{\partial x^i} - \partial_n \frac{H_i \Phi^n}{4\pi} + \frac{1}{8} \sum_{v \in \mathcal{Z}_1(a,b)} \frac{\partial \langle g_{ia} \rangle}{\partial x^i} \left( \frac{V H^i H^j}{8\pi} \right)_v
\]  
(3.17)

(corresponds to case with (3.15)). Here,

\[
M = m_{a_{st}} = \frac{1}{8} \sum_{v \in \mathcal{Z}_1(a,b)} m_v.
\]

Since $M = \rho (g^{ij})_{a_{st}} + O(h^2)$, the fact that the approximation for Eqs. (3.17) is to second order is easily proved on the basis of the relations of Section 2. In Eq. (3.16) we have to estimate the order of approximation of the expression

\[
\sum_{v \in \mathcal{Z}_1(a,b)} p_v \frac{\partial V_v}{\partial x^i} = \sum_{v \in \mathcal{Z}_1(a,b)} \left( p_v \langle g^{ij} \rangle_v \frac{\partial S_v}{\partial x^i} + p_v \langle g^{ij} \rangle_v \frac{\partial \langle g^{ij} \rangle_v}{\partial x^i} \right).
\]

Using (2.8) and the fact that

\[
\langle g^{ij} \rangle_{a_{st}} = \frac{1}{8} \sum_{v \in \mathcal{Z}_1(a,b)} (g^{ij})_v + O(h^2),
\]

we obtain

\[
\sum_{v \in \mathcal{Z}_1(a,b)} p_v \frac{\partial V_v}{\partial x^i} = \sum_{v \in \mathcal{Z}_1(a,b)} \frac{\partial g^{ij}}{\partial x^i} \sum_{v \in \mathcal{Z}_1(a,b)} p_v \frac{\partial S_v}{\partial x^i} + O(h^2)
\]

\[
- \left( p^i \frac{\partial g^{ij}}{\partial x^i} - \frac{\partial p^i g^{ij}}{\partial x^i} \right)_{a_{st}} + O(h^2)
\]

Hence the second order of approximation of the dynamic equations (3.16) and (3.17) has been proved.

3. The equation for the specific internal energy can be obtained in the same way as in [1]:

\[
d\frac{de}{dt} = - \frac{dV}{dt} + \frac{d\rho}{\rho^2} \frac{d\rho}{dt}.
\]  
(3.18)

Equation (3.18) is in the entropic form: for $dV/dt$ we can use either of expressions (3.3), (3.4).

To calculate flows with shock waves, accompanied by an increase of entropy, we have to introduce artificial dissipative processes. This can be done in the ways described in [10, 11].
It should be mentioned that, in the case of two space variables, the schemes obtained are the same as those of [1, 2, 7, 8] for the cases of Cartesian, cylindrical, and spherical coordinates.

The technique of time-discretization is just the same as that developed in [1, 2, 12].

4. Some properties of differential-difference MHD equations

In this section we shall examine the properties of the difference system of MHD equations, for the case when dynamic equation (3.16) is used, and expression (3.3) is used for $dV/dt$. All our results are easily extended to the case when Eqs. (3.17) and (3.4) are used.

1. Let us write the complete system of MHD differential-difference equations:

$$
\begin{align*}
M \left( \frac{d\nu_i}{dt} - \frac{\nu^\nu \cdot \partial \mathbf{g}_{kl}}{2} \frac{\partial \mathbf{g}_{kl}}{\partial x^i} \right) &= \sum_{\nu \in Z.\mathbb{S}} \left[ p^i \frac{\partial V_{\nu}}{\partial x^i} - \frac{\partial \langle g_{kl} \rangle_{\nu}}{8\pi} (VH^k H^i) \right], \\
- \frac{\partial H}{4\pi} &= \mu_0 \mathbf{\Phi}^a, \\
\rho \frac{dV}{dt} &= - p \frac{dV}{dt} - \sum_{\nu \in Z.\mathbb{S}} \frac{\partial V_{\nu}}{\partial x^i} (V^i)^{\nu}, \\
V H^a &= \mathbf{\partial}_a x^a, \\
\frac{dH^a}{dt} &= - M^a \frac{dV}{dt} + \mathbf{\Phi}^a \mathbf{\partial}_a x^a, \\
\frac{dH^a}{dt} &= \frac{H_k H^a}{8\pi} \frac{dV}{dt} + \frac{H_k H^i}{4\pi} \mathbf{\partial}_a x^a - \frac{V H^a}{8\pi} H^i \frac{d(g_{kl})}{dt}, \\
dx^i/dt &= v^i, \quad p = p(\varepsilon, \rho).
\end{align*}
$$

Notice that system (4.1)–(4.6) is simplified by utilizing the mixed components of the velocity and magnetic field vectors; though, merely by having recourse to the transformation expressions (2.1) and (2.2), the equations can easily be written in a form using only the covariant, or only the contravariant, components.

2. Let us turn to the conservation laws for system (4.1)–(4.6). It follows from the differential dynamic equation (1.11) that the law of change of momentum for an isolated fluid volume $\Omega \subset \Omega'$ has the form

$$
\begin{align*}
\frac{d}{dt} \int_{\Omega'} p \nu_i d\Omega_k &= \int_{\Omega'} \rho \left( \nu^a \right) \left( H^a H^i \right) d\Omega_k \\
&+ \int p \frac{\partial g_{kl}}{\partial x^i} J d\Omega_k - \oint \left[ p^r \delta_{kl} + \frac{1}{4\pi} (H_k H^l - H^l H_k) \right] dS_k.
\end{align*}
$$
Assume that, in the difference case, the set \( \Omega' = \{ \alpha_1 < \alpha < \alpha_2, \beta_1 < \beta < \beta_2, \gamma_1 < \gamma < \gamma_2 \} \), corresponds to \( \Omega' \). The dynamic equations (4.1) give the momentum variation of this set. We sum (4.1) with respect to all \( (\alpha_1 \beta \gamma) \in \Omega' \) and use the relation

\[
\sum_{\nu \in \Lambda(\alpha \beta \gamma)} \frac{\partial V_{a\beta \gamma}}{\partial (x')_\nu} = S_{a\beta \gamma} \sum_{\nu \in \Lambda(\alpha \beta \gamma)} \frac{\partial \langle g^{\beta \gamma} \rangle_{a\beta \gamma}}{\partial (x')_\nu},
\]

As a result we obtain the difference analogue of (4.7):

\[
\frac{d}{dt} \sum_{(a \beta \gamma) \in \Omega'} m_{a \beta \gamma} = \frac{d}{dt} \sum_{(a \beta \gamma) \in \Omega'} \left[ M_{a \beta \gamma} \left( \frac{v^{\beta \gamma}_a}{2} \frac{\partial g^{\alpha_1 \beta_1 \gamma_1}}{\partial x^1} \right)_{a \beta \gamma} \right] - \sum_{\nu \in \mathcal{Z}(a \beta \gamma)} \frac{\partial \langle g^{\beta \gamma} \rangle_{a \beta \gamma}}{\partial (x')_\nu} \frac{(V^{\beta \gamma}_a H^{\beta \gamma}_a)}{8\pi} + \sum_{\nu \in \mathcal{Z}(a \beta \gamma)} \sum_{(a \beta \gamma) \in \Omega'} \frac{\partial \langle g^{\beta \gamma} \rangle_{a \beta \gamma}}{\partial (x')_\nu} + F_{ex},
\]

where \( F_{ex} \) is the difference analogue of the surface integral in (4.7). Hence the difference equations (4.1) are conservative with respect to momentum.

Using Eqs. (4.2) and (4.4), we can similarly obtain expressions for the variation of the specific internal and magnetic energy of the discrete set \( \omega' \).

3. Let us show that the following analogue of the law of conservation of total energy holds for the differential-difference system (4.1)-(4.6):

\[
\frac{d}{dt} \int_{\Omega_q} \rho (\frac{v^{\alpha_1 \beta_1 \gamma_1}_a}{2} + \frac{H^{\alpha_1 \beta_1 \gamma_1}_a}{8\pi r}) d\Omega_q = \int_{\Omega_q} \left[ p^i \delta_{i \alpha_1} + \frac{1}{4\pi} (H^{\alpha_1 \beta_1 \gamma_1}_a - H^{\beta_1 \gamma_1}_a) \right] v^i g^{\alpha_1 \beta_1 \gamma_1}_a dS_q.
\]

As a preliminary, we shall obtain an expression for the change of kinetic energy of \( \omega' \). For this, we write the equation of motion, using the contravariant component:

\[
M \left( \frac{dv}{dt} + \Gamma_{a \beta \gamma} v^a v^\beta v^\gamma \right) - g^{\alpha_1 \beta_1 \gamma_1} \sum_{\nu \in \mathcal{Z}(a \beta \gamma)} \left[ p^\nu v^\nu + \frac{\partial \langle g^{\beta \gamma} \rangle_{a \beta \gamma}}{\partial x^\nu} \frac{(V^{\beta \gamma}_a H^{\beta \gamma}_a)}{8\pi \nu} - \frac{g^{\alpha_1 \beta_1 \gamma_1} \partial_i H^{\beta_1 \gamma_1}}{4\pi} \right]
\]

where \( \Gamma_{a \beta \gamma} \) is the Christoffel symbol of the 2nd kind.
On performing the convolution of (4.1) with \( v_i/2 \), and of (4.10) with \( v_i/2 \), and summing with respect to all \((a'\gamma) = \omega'\), we obtain the following expression for the kinetic energy variation of the nodes:

\[
\frac{d}{dt} \sum_{(a'\gamma)\in\Omega_h} \left( \frac{M'v_i}{2} \right)_{a'\gamma} = \sum_{(a'\gamma)\in\Omega_h} \left\{ \sum_{w_n(\gamma)\in\Omega_h} \left[ p_{a'\gamma} \frac{\partial \psi_{a'\gamma}}{\partial (\theta^k)} \right] \right\} + A_{ex}.
\]

(4.11)

Here, \( A_{ex} \) is the work done by the pressure and magnetic field forces from the cells bounding \( \omega' \) from outside.

On next adding Eqs. (4.8), (4.9) and (4.11), we obtain the required relation:

\[
\frac{d}{dt} \left[ \sum_{(a'\gamma)\in\Omega_h} \left( \frac{M'v_i}{2} \right)_{a'\gamma} + \sum_{(a'\gamma)\in\Omega_h} m_{a'\gamma} \left( \epsilon + \frac{H_H^2}{8\pi\rho} \right)_{a'\gamma} \right] = A_{ex}.
\]

In view of the results of Sections 2 and 3, and the fact that the magnetic field equation and the entropy form of the equation for the specific internal energy (4.2) are mutually matched, the system of differential-difference equations (4.1)–(4.6) has the property of complete conservativeness [3].

5. Examples of numerical computations

We consider the motion of an ideal infinitely conducting gas, when all quantities depend on the variables \( t \) and \( x^1 = x \). At the initial instant, let \( \rho = \rho_0 = \text{const} \), \( p = p_0 = \text{const} \), \( v_a = v_i = 0 \).

We choose the initial values of the velocity components \( v_0 = v^0 \), \( v_z = v^z \) as follows:

\[
v_0 = \begin{cases} 
0, & x < 0, \\
\frac{W_0}{l} \sin \frac{\pi x}{l}, & 0 \leq x \leq l, \\
0, & x > l,
\end{cases}
\]

\[
v_z = \begin{cases} 
W_0, & x < 0, \\
\frac{W_0}{2} \left( 1 + \cos \frac{\pi x}{2} \right), & 0 \leq x \leq l, \\
0, & x > l.
\end{cases}
\]

We specify the initial magnetic field by the expressions

\[
H_0 = H^0 = H_{ax} = 0, \\
H_y = H^1 = H_{ay} = \begin{cases} 
H_0 \sin \frac{\pi x}{l}, & 0 \leq x \leq l, \\
0, & x > l.
\end{cases}
\]

\[
H_z = H^2 = \begin{cases} 
-H_0 \cos \frac{\pi x}{l}, & 0 \leq x \leq l, \\
H_0, & x > l.
\end{cases}
\]
Let $W_e = 2H_e (4\pi \rho_e)^{-\gamma}$. It is easily seen that, in a reference system moving with respect to the laboratory system at a velocity $v_{rel} = (a_A, 0, W_0/2)$, where $a_A = H_m (4\pi \rho) - \gamma$, we have the relations $H_i^2 = H_z^2 + H_i^2 = \text{const.}$, $v_i^2 = v_z^2 + v_i^2 = \text{const.}$, $v = -H (4\pi \rho)^{-\gamma}$.

The initial conditions thus specified define the well-known [14] stationary gas motion, known as rotational or Alfven simple wave motion. In this wave the transverse components of the vectors $v$ and $H$ rotate without changing their absolute values. It can be shown that, in the present case, all the phases of the wave move with constant speed and the waves profile is not deformed. Notice that, with $l = 0$, the simple Alfven wave becomes a rotational discontinuity.

The results of a numerical computation of a simple Alfven wave are shown in Fig. 1. We plot quantities $H_x$, $H_y$, $v_y$, $v_z$ against the Euler coordinate at different instants for the following parameter values: $H_0 = 1$, $\rho = 1$, $\rho_0 = 0.01$, $H_m = 2$, $l = 1$. The adiabatic exponent $\gamma = 2$.
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As a second example we consider the axisymmetric problem of the divergence of a cluster of ideal infinitely conducting gas in vacuo. As coordinate system we use the cylindrical coordinates \( x^1 = r, \ x^2 = q, \ x^3 = z \).

At the initial instant the gas is at rest and in the form of a sphere. In Fig. 2 we plot the configuration of the computational mesh and the magnetic field distribution at \( t = 0 \). The values of \( H \) were found from the expression

\[
H = \text{rot} \ A, \quad A^1 = A_v = 0, \quad A^2 = (H_0/2) - (1 - r^2 - z^2), \quad A^3 = A_z = 0.
\]

where \( H_0 \) is a constant, corresponding to the maximum value of the magnetic field. The initial pressure was found from the condition \( p + \frac{H^2}{8\pi} = H_0^2/8\pi \). The initial density was taken equal to unity for the entire cluster; the adiabatic exponent \( \gamma = 2 \).

In Fig. 3 we show the computational mesh configuration and the magnetic field distribution at the instant \( t = 2 \).

In conclusion the authors thank M. Yu. Shashkov and V. A. Gasilov for useful comments, and B. Ya. Lyubimov for participating in discussions of the differential equations and for constructive suggestions.

*Translated by D. E. Brown*
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