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When finite difference methods are used to solve a differential equation 
one of the most important theoretical problems which arises is to deter- 
mine the convergence of the difference scheme in question when the differ- 
ence net is divided up in an unrestricted way. 

'Ihe difference z between the solution y of the difference boundary 
problem and the solution u of the corresponding problem for the original 
differential equation usually satisfies a non-homogeneous difference equa- 
tion with homogeneous boundary and initial conditions. The right-hand side 
$ of this equation denotes the approximation error for the difference 
scheme on the solution u of the original problem. 

The question of the convergence of the difference scheme reduces to the 
estimate of the function z in the following form. 

where II II i and II II 2 are norms and M is a positive constant independent 
of the difference net. 

Work devoted to a priori estimates for simple difference approximations 
of parabolic type differential equations has appeared recently Cl], 1121. 

A particular interest is attached to a priori estimates when there are 
difference schemes for which the principle of the maximum does not, in 
general, hold good. 

In the study of the convergence of difference schemes in the class of 

l Zh. vych. aat. 1, No. 3, 441-460. 1981. 

487 



488 A.A. Samarski i 

smooth coefficients, the asymptotic orders of 

usually coincide, i.e. 

II2 111 d M it * IL 

approximation and accuracy 

where llzlll= max 1 z ( and ah is the difference 
&h 

net. 

For discontinuous coefficients this is not generally true (see [31, [41, 

[5]). In the neighbourhood of a discontinuity of the coefficients the 

difference operator, generally speaking, does not approximate to the differ- 

ential operator. lh ere f ore we cannot apply the principle of the maximum in 

the study of convergence. Other a priori estimates with a specially select- 

ed norm must be found. 

In the article 131, using the example of schemes for the very simple 

equation 

it was shown that convergence in the class of discontinuous coefficients 

follows from the a priori estimate of the form (a), where 

N-l I i I 

i=l Ik=l I 

An a priori estimate was obtained in [l] on the assumption that the 

difference analogue of the heat conduction coefficient was "differentiable" 

with respect to x. 

In Section 1 we derive a similar a priori estimate free from this re- 

striction, and this enables us to use the estimate for stationary (motion- 

less) discontinuities of the heat conduction coefficient as well. We shall 

consider the difference boundary problem with boundary conditions of a 

very general form. 

In Section 2 we obtain an integral formula enabling us to obtain a 

priori estimates on the assumption only that the net functions, the coeffi- 

cients of the equation, are bounded. 'Ibese estimates are valid for the axi- 

symnetric case and for the spherically-symmetric case. 'Ihe new a priori 

estimates are an effective means for proving the convergence also of the 

estimate of the accuracy of the difference schemes in the class of dis- 

continuous coefficients. 

However we shall consider questions of convergence and accuracy of the 

various difference schemes separately. 
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1. First 

In this section we obtain an 

ence equation on the assumption 

parabolic differential equation 

priori estimate 
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priori estimate for a six-point differ- 

that the coefficients of the equation and 

of the boundary conditions are differentiable. 

2. Notation 

We give the necessary definitions and notation. 

Let n = (0 sx<l, 0 <t -ST) be the basic region. We cover it with a 

with the nodal points (xi, tj) where xi = i * h, i = 
N, h = l/N, tj> j - r, j = 0, 1, 2, . . . , L, r = T/L. Let 

respect to x, i.e. the set of points Xi' = i’ - h * i’= 

0, 1, . . . . i = x/h and let 0: be the set of points tj’ = j’ - r, j’ = 0, 1, 

. . . . j = t/r. 

Then Q,, = wi x 0:. Let ah7 be the set of internal points (Xi, tj) of 

the region R,,, forwhichO<i<N, O<j<L. 

Let z< or z(ni, tj) be some net function given on the net ah. 

For the sake of simplification in writing we shall omit the indices i 

and j everywhere, and instead of z{ we shall simply put z or z(n, t), not 

forgetting that here (x, t) is an nodal point of the net, i.e. a point of 

the set fib. We shall also not indicate the depenclenc~hofjthe net func- 

tions on the net and shall write z instead of zh or z *T . 

For the difference ratios we use the following notation: 

3- = 
z (2. 1) -- z (s, t -Z) 

-_I = 
z(2‘, t-w)---(1.. r) 

T Iv 

In addition, we shall write 
* 
3 = z (:r, t - T), 2 = z (2, t + z), 

Z(b-1) = z (gJ - h, t), d-f’) = z (LIT + /I, 2). 

Ihe expression 

using this notation will be written in the form (az;)%. 

We shall be using various sums taken over the net CL& or over part of it. 

We shall use an indexless notation for them too: 
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where $i and gi are arbitrary functions given on the net 0;. 

For a priori estimates we use the norms 

It is clear that II#ll~\r ll~ll~~ll~ll~~ll~ll~~ 
2. Green's difference formulae 

Let C$ and yS be arbitrary net functions defined on the net ail). 

Using the identities 

it is not difficult to show that the difference analogues of Green’s 
formulae for the operator L&= <a#;jzare valid: 

1) the first Green formula is 

(9, %J)) = - (a*;? $;I + a,cp,.2Cl‘,;, s - qq7,l& (1) 

2) the second Green formula is 
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We shall frequently use the first Green formula, and also the formulae 
for sunmation by partb: 

(cp, ,ql,) -= - ($9 (P,,l -:- kP$)., -~ WON 

(Cp, $;) ‘-’ ~- I+, Cp,) i ‘p\4’c\ , ~-. (9$\cl)O. 

3. The simplest inequalities 

Lemma 1. For any function qb given on the net oil), we have: 

VI 

(‘1) 

To prove (a) for example, we need the identity 

I# (-1.) I_ ( 1 -- *1.) 2 /L$.t (J.‘) - 3’ x 12qlT(.d) ‘i- (1 - z) $0 i- J$ \ 

,I V’,? .I ..Y’ I 

and the inequalities 

In particular, if GLo = lclN = 0 then 

q?(z) 6: ‘,‘i4 (q,, $;I. 

Lemma 2. If the net function I+%(X) given on wkl) satisfies the condition 

$N = 0 then 

For 
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since 

If GNf 0, then the expressions on the right of the inequalities in the 

lemna must be multiplied by 2, and 2$$, must then he added to them. 

To transform the product into a sum when constructing the upper bound 

we use the inequality (see [6] ) 

4. The difference boundary problem 

In the basic region ‘;lh7 = ail) x ,iT) we consider 

for the equation which is the difference analogue of 

ential equation 

the boundary problem 

a parabolic differ- 

where a is a numerical parameter, 0 < a < 1 

Y@’ = UY -+- (1 - a) 9 -+- ql 7 lu’ = (h),; f cz; + qz. (7 

The required function z, the coefficiEnts p, a, b, c, q and also 4 are 

net functions given in the basic region Q, and, generally speaking, de- 
pendent on the steps h and r of the net. However, to simplify the writing 

we shall not indicate this dependence. 

For x = O( i = 0) and n = l(i = A’) we have the boundary conditions 

the coefficients b,,. and @k of which (k = 1, 2) are functions given on the 

net aiT) and dependent, generally speaking, on h and r . 

We note that the boundary conditions of this kind are the difference 

analogue of the boundary condition for the differential equation 

~$L,,“__ 0 
dl dX 

511, 
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where 8 = 8 tt), a = a(t), o = o(t) are functions of t E LO, Tl. 

Difference boundary conditions of a higher order of accuracy, corre- 
sponding to the boundary conditions of the 3rd kind for the differential 
equation for heat conduction are of the same form as (8). 

At the initial moment of time, the function z satisfies the condition 

3 -= 0, I = 0 (j = 0). (V 
The boundary condition of the first kind z = 0, for z = 0 for example, 

can be obtained formally from (8) if we put a = 1 and take the limit as 
o1 + OQ (assuming all the other coefficients to be bounded). 

The linear equation (6) is obtained for the error z = y - u (y is the 
solution of the difference problem, u is the solution of the problem for 
the differential equation) not only for linear, but also for non-linear 
parabolic equations. 

In this article, however, the equation (6) and the relation between its 
coefficients a, b, p etc. on the coefficients of the original differential 
equation will not interest us. 

5. Conditions for the coefficients 

We assume everywhere that the coefficients of the difference boundary 
problem (6) - (9) satisfy the conditions: 

K,) the net Iunctions p and a are bounded below by a positive constant, 
independent of h and r : 

p > M” > 0, a I$ 31, )_ 0; 

K,) the net functions b, c and q are bounded in absolute magnitude by 
constants which are independent of the net (i.e. of h and r ): 

K, ) all the coefficients #h. , ok (k = 1, 2) are non-negative; 

K,) at least one of the coefficients ok (k = 1, 2) is bounded below by 
a positive constant u_ independent of h and r. 

It follows that there cannot occur cases when o1 = 0 and u2 = 0 
simultaneously, and also that o1 + 0 and u2 + 0 as h + 0 and r + 0. 

Any constant which is positive and not dependent on h and r we shall 
denote by M. We shall usually not indicate the structure of the constants 
M nor their dependence on other constants. 
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It is not difficult to see that the following lemma is true. 

Lemma i+. If the conditions K,, K, and K, are satisfied, then for any 
(1) net function v given on the net CO,, 

?? < ilI1, 

where 

6. The initial formula 

As we can see, the "differentiability" properties of the net functions 

Q(X, t), b(x, t) and p(x, t) will play an important role in the estimate 

of the solution of problem (6) - (9). 

In Section 7 we shall obtain an a priori estimate for z with the norm 

11 [lo on the assumption that the net function o(x, tL satisfies the 

Lipschitz condition with respect to t in the region R,,,, and that the net 

function b(r, t) satisfies the Lipschitz condition with respect to n; in 

other words, the difference ratios a; and b; are bounded: 

let us pass now to the derivation of a basic 

use to obtain the a priori estimate 

identity which we shall 

We make a scalar multiplication of both sides of equation (6) by rz~: 

T (p, z+) - aWzs).Y, zi) - (l - +((iz&. +) = T(v"j. 27). (It,] 

To transform the second and third terms of the left-hand side we use 

Green's first difference formula: 

Then, using the boundary conditions (8) we find 

rZi- o (aa(-I-')z, - ;- (I - a) &i-G,)” = 

7: T&f1 (q, ,)“~t: ua,z~ - (1 - a) &z’:, -(aa,- (1 - a) ;I) &zO, 
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Putting these expressions in (11) and then in (10) we obtain the initial 
identity 

f [p, $1 ‘i- CII = Z (Y'"', Zi) + (1 - a) f + Q, (12) 

where 

I = (a, z;1 + "l"o" + cJ,z;, (13) 

[P, $1 = (P, $ ) $ 81 (=i; “Y + 8, (‘rc J*, (14) 

‘2 = (au - (1 -a) a*, &.z;l f (au,- (1 -r~) Gl) &z. + (au, - (1 - a)cQz’,vz,.~ 

For the first boundary problem, when we have the conditions z = 0 for 
x=Oandx=l instead of (81, relation (12) becanes 

(p, 2;) + al = v (Y"), sj-) + (1 - a) 1 + (au - (1 - a) & &.z;l, (f2') 

where 
I = (a, z$]. (13') 

It can be obtained from (12) by putting z0 = zN = 0. 

To evaluate the expression Q in (12) we require the following lenxna. 

Le~a .? If the fuuction g(t) >O given on the net satisfies the condi- 
tion 

lgci ,<NGG, (15) 

then 

] tog - (1 - a) g, m$ < 
<-$-(12a -1I+(2--+$-2a-l1)M,t)(gv2+~~), (16) 

where v is an arbitrary net function on o7 CT). 

For, since \/g ,<di (1 + Mlr Zwe can write 

I (ag - (1 - a)i) +=J((1 -u)(g- .& + (2o - f)gPk 

<(1 -u)M,zv&~+i2~- II (1 + A&v)I/Gl V$. 
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This gives (16), since 

1 v-g,,!; / < -; (gu” -I- ,g). 

It is not difficult to see that the condition of lemma 3 is satisfied 
for the function n from conditions K, and K,. 

Let us make the requirement that or and u2 satisfy the condition (15): 

-7 
K6) \ (CT& [ < A/, ~/Qs%, S = 1, 2. 

Then, from Iersna 3, we can estimate the expression Q in formula (12): 

1 Q [ .< -.$- (1 alL ---- I 1 -+ (1 -- u -+ 12~~ - 1 1) :PT,r) (r + i). (17) 

This, together with the identity (12), gives us the inequality 

27(&l -+ (1 -- U.M,T) I Q (1 -I- uM,t) /-‘-I_ 2r (V, Z1)’ (18) 

if 0.5< a< 1. 

Let us now transform the expression 

where 

Since the coefficient b satisfies condition K,, we can write 

1 (‘1’7 4) I < (1 hi -‘) + C) 2; j _1- 1 (4 + b;) Z /, ( i?r I) < 

-< ,%I c(z,, 2;) + (2. z)} -!- + (p, z; ) 

or 

using the conditions K,, K, and the inequality 

( uv 1 < -+ _4us + -+ 9, 

where A > 0 is an arbitrary number, together with the Cauchy-5unyakovskii 
inequality and condition K,, which gives 

Since 
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~ (3, zr) j s; ;&,li 11: 11:; -I-- -;; (p, z;,, 

we can transform (18) to the form 

y 
Y 

T Ip, (;r)“l .;- / 
2t 

< I + ,?I” ’ T (1 -;- I) _i- ,1x I/ 11: ‘i,j. (19) 

If z is sufficiently small, so that T c r,, it follows that 

l <xi + &~*~i/$j%,wherex = s; 

7. An a priori estimate 

We solve inequality (20) with the initial condition 

I'=0 when t=O 

03 

Successively applying inequality (20) we find 

From Lemna l* we conclude that 

We have thus proved the following 

Theorem I. l%e solution of the 
for sufficiently small r\< r. the 

theorem. 

difference boundary problem (6) - (9) has, 

a priori estimate 

r j 
II 2 Ilo \< M 1 ET ~~~~~~~~]1'*, 0,5 < CC < 1, 

j’=1 

Or 
lmlo < M hi& 

if conditions K, to K, are satisfied. 

(22) 

(22’) 
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It is clear from the above reasoning that the theorem is also true for 

the first boundary problem. 'Ibe proof in this case will be simpler. It 

will be necessary to put z ,, = zN = 0 formally throughout. 

8. Notes 

1. If the original function z[ t=O = 4(x) & 0, then, as it is not 

difficult to show, the a priori estimate 

will be valid. 

2. lbe condition (aTI< H (K,) does not exclude the possibility of 
there being stationary discontinuities of the net function a(x, t) as 

h + 0, i.e. discontinuities for fixed x = const for all t E aTT . The a 
priori estimate (22) was obtained in [l], [2] for the case a = 1 in the 

assumption that 1 a,\<N, which excludes the case of stationary discon- 

tinuities in the heat conduction coefficient. If a has a discontinuity on 
some line z = q(t) (qt f 0) then the condition K, cannot be satisfied. We 

shall call a discontinuity of this sort oblique or mobile. When there is 

an oblique discontinuity we need more exact estimates with the sole condi- 

tion: 0 < M, 6 a<& for the coefficient a. Section 2 is devoted to this 

problem. 

3. If homogeneous boundary conditions 

ud’l) zx+ (1 - o)a(+l) &=fz+I- + aa,z+(l-a);r,L~Ll,z =o (i = O), 

~0;~ +- (1 - u)$ = -I?$~ .zr- acrpz--- (1 - a) a',; - pL2, 5 = 1 (i = NJ, 

are iven for x = 0 and x = 1, then 'Iheorem 1 still applies if, instead of 

11+11!, we write the expression 

so that i 

4. Let us consider the more general differential equation 

iA4 1 d 

p,,= m-l ar - - (m-l k (r, t) g) + --& g (b (r, t)P-1 u) + qu (r, t) + f. 
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For n = 1 we obtain a homogeneous equation, the value n = 2 corresponds 

to the case of axial symmetry, and n = 3 to the case of spherical synrnetry. 

Introducing the mass variable x - r”, we can rewrite the equation in 

the form 

p~=~(Zmk~)+~(~mbu)+qU _tf, 
wherem = 2(n-*1), O,<m<-$. n 

The difference analogue of an equation of this kind is 

pzT - a (Az;)z - (1 - a) (&& = Y@‘, 

where 

Y’“) = CZY + (1 - a) * + $9 Y = (Bz); + qz, 

A= z-hm ( 2) a, B=(z++j-.b. -, 

‘Ibe coefficient a in the boundary conditions (8) must be replaced by A. 

If a satisfies condition K,, then A also satisfies this condition. 

Therefore all the reasoning which led to the inequality 

I(4 < Mi r(l4J”$, 
jr=1 

still holds. I(t) will be erpressed by the formula 

1 = o&-t o,& + (A, <I. 

Using lemna 2, we can write 

llZle<MI, O<m<2, 
and we obtain the estimate 

IIsIIi\<M i rll$‘$, 1 .<m<<. 
j'=l 

In addition, we have 

se < M (5 + +)++1’1, m # 1. 

If m = 1, then we have 
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and, therefore, we obtain the a priori estimates: 

1) if m > 1 then 

2) if m = 1, then 

where p l: I 2 is any number. 

These estimates can possibly be improved. An a priori estimate similar 
to (22) also holds for the solution of a parabolic differential equation 
and for a Roth scheme and the straight line method. 

2. The second a priori estimate 

In this section we obtain a priori estimates for the case of a four- 
point difference equation (a = 1) without assuming that the coefficients 
a -and b are “differentiable”. 

1. The boundary problem 

We consider the difference boundary problem (4) - (9) of Section 1 for a 
four-point equation (a = 1): 

p+ - (“Z,), + q. z = (6~); -;- c. z,$ 9; (1) 

(&i-l) zx =: &z, + (JIZ, z = 0, t E of‘; 

- [lo; = 8,2i + (Jgz, X = I, t CLOT; (2) 

ZIldJ = 0, zE%o;,. (3) 

We shall assume that the functions p, a, q, b and c are defined on the 
net Q,, 
J T) 

and the functions Z!:h. and ai (k = 1, 2) are defined on the net 

7 ’ and satisfy the conditions K, - K, and, moreover, we shall make the 
requirement that the conditions 
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We introduce the new function z’, putting 
1 

where gis an arbitrary positive constant. 

For the function F we obtain the following boundary problem: 

(4) 

(5) 

(6) 

(7) 

We shall make our choice of the constant gmore precise later (in 
Section 5). Meanwhile we assume that the choice of fl ensures that the con- 
dition 

is satisfied. It is clear from this thet without loss of generality we can 
take q>/O. 

To simplify the writing we shall use the notation of the problem (1) - 
(3), bearing in mind that we are in fact considering the problem (5) - (7). 
However, for the coefficient of I we retain for the time being the nota- 
tion 7. 

In formulating the final results we shall turn to the initial problem 
(1) - (3) and take the transformation (4) into accowt. 

2. The equation for the function z2” 

Let us consider the sequence of functions 

0 1 n n-1 x 
x=2. :=z2,...,2= i 1 c )... (n =o, 1, 2, - . .), 
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n n 
where z = z2 , and let us form the difference equation and difference 

boundary conditions which the function 2 must satisfy if z is a solution 

of the problem (l)- (3). 

We use the obvious identities 

2s.z; = (2"); + h (z,)", 2z*zx = (zqx - 12 (42, 2Z.% = (qi. + r (q)2 

and write the recurrence relations 

From this we find 

2n.Z2n-1 (a+, + 5j12+'+ [a (%j’ + a(+1)(~x)21a Ztn_2k+1 

k=O 

(9) 

n n-1 

2 ?n-~-l(~J2 Z27L2k+l* 
W) 

k=o 

For k and t we obtain expressions similar to (10) (in the case of :. 

the sign'+ stank in front of the SUB). 

We have used the relation 

n--1$ 

11 z == 
Z2~o+2%t-l+...+2n-1 = 22*-2y so=o,1,2,..., n--l. 

8-8. 

As a result, we obtain the following boundary problem for the function 

G3, _ (a:;),+ ngl 2n--k-1 (a (i;)” + a(+‘) (ix)" + tp (ii)“). z2’Qk+l+ 2”.;iz”= 
k=o 

_= 2nZ2n-1Y, Y = (bz); + cz; _I- I&; (11) 

_ ai; = S,& + zng2i + ~~1Z”-“-‘(ha(:;)2 -k 282 (~T)~)*Z~~-~~+', II: = 1; 

iC" 
(12) 

II 

z t=o = 0. (13) 
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It is seen that, because of conditions K, and K, 

Therefore it will be sufficient to obtain the estimate for the function 
(1) zi at internal points of the net ah . 

3. Integral formulae of the nth rank 

To derive the basic integral relation for the function ! we make a, 

scalar multiplication of equation (11) by 1 and calculate the sum ((as;)., 
1). To do this, we make use of Green’s first formula and the boundary con- 
ditions (12): 

k=o 

using the notation 

we obtain the following identity: 

k=O 

k-o 
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which we shall call an integral identity of the nth rank (n >l). 

When n = 1 we obtain the identity of the first rank: 

Ip: “*Ii_ + 2 (0, (z$l -I-2 IF. 221 -L 7 [p. (.Zr)2] :- 2 (z> Y) + !p;. =*j, (I”) 

which the solution of the boundary problem (l)- (3) must satisfy. 

By leaving out the underlined expression on the left-hand side of the 

identity, we obtain the integral inequality of the nth rank 

lp,Z]i .t 2”1l.t 2n IQ, ~1 \< 2” (Zig-‘, Y) + [~, f] , (16) 

where 

“f’ = (c, (;;‘)“]+ 5a2n-k-z{ ( a (“z;)“, z*n-*k-l]+[=~+l)(“)~, z”“_*‘+‘)},(i7) 

k -70 

We make use of this inequality when constructing a priori estimates of 

the solution of the problem (1) - (3). 

4. Estirates for the right-hand side 

Consider first of all the expression 

2” (zVn, Y),whereY = (bz); + ~2; + $7, v, = 2” _ 1. 

Without loss of generality we can take b = 0 for x = 0 and x = XN_ 1. 

For, let us put b = ?+ f where f is a linear function equal to b for 

x = 0 and x = xR_ 1 ao that 3 = $@_ 1 = 0. Then we shall have 

The s unxaand 2”(f;z, zys) = 2”(f;,zv”)can be combined with the term 

2”(Q, 9) on the left. Then we obtain the expression 

Q=%.M,+q(l +%+r)-f-,>@, 

for Q, where i is an arbitrary constant which we shall choose later. 

To simplify the writing, we shall as before write b instead of? and c 

instead of ‘7 = c + f’-’ ) . 

Since b, = b,_,= 0, from formula (4) of Section 1 we have 
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(+t (bZ)-,) = - ((Z”“),, &). (18) 

We derive a formula for the difference ratio 

n-1 
(q, : = (Z(t-lya-1. z, + “;‘. (z”n--1 ) X’ 

Successively using this recurrence relation, we find 

n-1 
(Z"n)x I= z) @j+l))"k +-"k+l.iz. 

k=o 

We put (19) in (18) and use the inequality 

together with the IGilder inequality: 

2n z1 ((z+l)‘k . gYn‘-Yk+l~~, bz) < 

k=o 

'Iherefore, since 

(19) 

and using (17) for 7-l we obtain 

27 (~“‘5 (Wz) I < (M.2”. J6>2 (I, ;) + $'. (20) 

We turn now to the expression (zyn, $1. We introduce the function Cp de- 

fining it by tbe conditions 

so that 
CD,=*, @)r=O, 

(21) 
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Using the identity 

(+ 9) = -((Z"$, Q) + z>*D)N, 

by analogy with what we did before we find that 

and therefore 

2" j (z’~,*) \ < +“-i’ + (M.2". fi)2"(j\g\j,)2". 

The last sumoand 2"(zy", CZ;) can be estimated very simply: 

Or 

Cz,)(\<M.2n 1,; ++ I ) ( ) 

n-1 

2"\ (zYn, 

since 

(o(+q @"-2 (&)a) < $J 

Collecting together the estimates (20), (23) and (24) we obtain 

2" / (zvn, Yj j <“il+ 2".MF' 1, "z ( ) + MC'([($\\32", 

where 

(25) 

,vk' = (JJ2". -j&).2", jj,ft) = M.n.2", (26) 

From conditions K,, K, and K, we have 

(22) 

(23) 

(24) 

(27) 

5. A priori estimates 

Let us turn now to the inequality (16) and use estimates (25) and (27): 

Let us now choose the arbitrary constant M’ so that 



Difference analogue of a parabolic differential equation 507 

Q = Ic?M, + (q - f) (1 + M.z) >A&$' (1 + M,). 

This condition will be satisfied if r <r ,(n) 

where 

It is clear from this that r,, does not depend on n when b 

When M, is chosen in this way, the inequality (28) can 
the form 

OX- 

(2% 

I 0. 

be rewritten in 

?his gives us 

Since 
n 
z=o for t=O 

we obtain 

This proves the following theorem 

Theorem 2. If conditions K, - K,, K, and K, are satisfi'ed, then the 
estimates 



are valid for the solution of the difference boundary problem (1) - (3) for 

sufficiently small values of r '<TV, where L!,, = C, - 2”\/ne - C2’2n*n and n>l 

is any integer, C, * C, are positive constants not depending on n, h or r, 
and 

T,=T&+ql-/ h’-‘ . 
11.2” i 

'lhe magnitude of r0 does not depend on n when b = 0 or if (bz); is 

taken on the preceding layer t - r. 

Let us derive one more a priori estimate. The inequality (31) gives 

Then, since Z<M"F ' (Lemma l*), we have 

(35) 

(36) 

The following theorem follows from this and (35). 

Theorem 3. If the conditions of Theorem 2 are satisfied, then we have 

the a priori estimate 

(37) 

where n> 1 is any integer, A!,, is the constant of Theorem 2 and M is a 
positive constant independent of n, h and r. 

To illustrate the effectiveness of the a priori estimate (34) let us 

consider the following example. 

Let Gi = 1/h(6i,i+ 1 - Si i 1 where 6i,1 is the Kronecker symbol, 

O<i<N,O<i,<N- 1. 'I&n' II?ll, = d2/fi ; but 

and therefore 



to 
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Fixing p = pa z> 2(w> 1) we obtain on the right a quantity which tends 
zero as h + 0. 

Choosing n dependent on h, it is not difficult to obtain the estimate 

il Z/a < Mh'lT-P(h) (b = O), (3% 

for sufficiently small values of h, where IV is a constant which is inde- 

pendent of h and z, and where p(h) + 0 as h + 0. 

6. Notes 

1. The a priori estimate (34) is also valid for the solution of a 

boundary problem for a differential equation the analogue of which is the 

difference boundary problem we have been considering. Of course, it must 

be remembered that 

2. Theorems 2 and 3 are valid for the solution of the same boundary 

problem for the differential-difference equation of Roth L5! 

P.y - & [u (x3 t) $I+ q ( 5, t) 2 = -g (b (x, t) z) f c $ +* 

in the region O<x,<l, tE aIT’, 
formulae (39) and (40). 

where 11 211, and I\$[I, are given by 

3. l'beorem 2 can be generalized for the boundary problem 

pzr - (AZ& + q.2 = (Bz); -t-q; 

A =cz.(x-;)“, B=b. (cz+-;)~, O<m<;; 

~4(+% = &z7 +alz, x = 0; -AZ; = Qf + oaz, x = I; 

z&l = 0, 

(39) 

(40) 
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where a, b, q, ‘p, & and ok (k = 1, 2) satisfy the conditions of Theorem 
This equation is the difference analogue of the differential equation 

2. 

which includes, as we showed in Section 1, Paragraph 8, the cases of axial 
(s = 1) and spherical (m = 4/3) symetry. 

'Ihe norm 1lY+ or il$lI, (for I = 1) is used for the estimates of the 
right hand side of +. The a priori estimate (34) takes the form 

11 z2” ,$ < M,J$\,, 5 = 5 or 6. 

4. If the original function z = +(%) & 0, then*the a priori estimate 
for z takes the form 

1 1 

The case of a non-uniform net presents particular interest. We shall 
therefore discuss it separately. 

7. Non-uniform nets 

So far we have only been considering uniform nets with steps h = l/N 
and r = T\L. It is not difficult to show that the a priori estimates of 
Section 1 and Section 2 still hold for the non-uniform nets 

r&= (20 = 0, Zl, . . ., Z{, . . ., ZN = 1, hi= Z{ - 5*-_1}, 

UT= (to = 0, tl, s a -9 tjt e a s, tL= I’, Zj= tj- tj_1) 

with variable steps hi and r . . 
J 

I&t .Z< or Z(Xi, t j) be any net function. 

We use the following notation: 

. 
2; - z:_1 i _J 

&= h, 9 ( z; , = zi+l i , 
I hi+1 

21 x.i = 
zj+l - 2; 

"i 
where& = 0.5 (hi + ht+l), 

. j-1 
j 2; - 2 t 

27. i = . 
‘j 

For convenience in writing we shall, as before, omit the indices i and 
j in the net function and simply write z instead of z{, putting 
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2(+1) = j 
zi+i, 

z’ = &1 t T ; = ,jfl 1 I 
p) j 

= q--l, h = hi, h(+‘) = hit-l etc. 

so that 
z - $-l) ,(+I) - z 

z;;= h * =x= /&+I) = (Z$+l) etc. 

In this case there are two kinds of sum: 

2) (Cp, $)* = xCpi$i*tii, 

i=I 

where hi and Gi are arbitrary net functions. 

We introduce the following norms: 

11~110 = In;” 1% It 11~1~1 E (19 1 ‘II, I)*, 

h 

‘Ihe difference operator L&, which is equal to (a$;)% on a uniform net, is 
defined in the form L,,+ = (a\bF); on a non-uniform net, i.e. 

Green’s first formula on a non-uniform net becomes * 

(q, (a$;);)*= - (a, q;$;] + (aq)$;)N - bc+l~~~~~O~ 

Clearly the difference equation takes the form 

p”i- o (a& - (1 - a) (;iL)- = y. x x 

An additional requirement must be introduced in the formulation of the 
theorems: the ratio hi + l/hi of t wo neighbouring steps of the difference 

net is bounded on both sides: 
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where C, and C, are constants 

This ratio, hi+ r/hi, is a 
of the net. 

A.A. Samarskii 

not depending on the number N. 

local characteristic of the non-uniformity 

Ihe basic inequality (22) of ‘iheorem 1 takes the form 

Ihe second a priori estimate is unchanged of course, though, the 
symbols xn (34) must be understood to apply to the non-uniform net. 

‘Ihe use of the a priori estimates of Section 1 and Section 2 in the 
question of the convergence and accuracy of difference schemes for para- 
bolic type equations will be considered separately. ’ 

In conclusion, the author is glad of the opportunity to express his 
gratitude to A.N. Tikhonov for his interest in this work, and also to I.V. 
Fryaxinov, discussions with whom enabled several of the estimates to be 
made more exact. 
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